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#### Abstract

In this article some ideas of Hamilton mechanics and differen-tial-algebraic Geometry are used to exact definition of the potential function (Bellman-Lyapunov function) in the optimal stabilization problem of smooth finite-dimensional systems


## 1 Statement of the problem

For the smooth finite-dimensional system

$$
\begin{equation*}
\dot{x}=f(x, u), x \in R^{n}, u \in R^{m}, \quad f(0,0)=0 \tag{1.1}
\end{equation*}
$$

and integral functional

$$
\begin{equation*}
J=\int_{0}^{+\infty} \omega(x, u) d t, \omega(x, u) \geq 0, \omega(0,0)=0 \tag{1.2}
\end{equation*}
$$

it is required to find the function $u_{\text {opt }}(x)$, ensuring global stability in some maximum neighbourhood of the origin of coordinates of the system (1.1) and realizing a minimal functional (1.2) along each its trajectory. All functions are assumed as smooth and partial ones, defined in some maximal in each current context neighbourhood of the origin of coordinates of appropriate space.

According to the Bellman principle $[1,2]$ the problem (1.1), (1.2) is reduced to solving of the functional equation

[^0]\[

$$
\begin{equation*}
\min _{u}\left\{f^{i}(x, u) V_{i}+\omega(x, u)\right\}=0 \tag{1.3}
\end{equation*}
$$

\]

where $\left(f^{1}(x, u), \ldots, f^{n}(x, u)\right)^{T}=f(x, u)$ - right side of the equation (1.1), $V_{i} d x^{i}=d V$ - differential of the Bellman-Lyapunov function.

The equation (1.3) is equivalent to the system

$$
\begin{gather*}
f^{i}(x, u) V_{i}+\omega(x, u)=0  \tag{1.4.a}\\
f_{u^{j}}^{i}(x, u) V_{i}+\omega_{u^{j}}(x, u)=0 \tag{1.4.b}
\end{gather*}
$$

Here and further the following conventions are applied: a partial derivative of the value $A$ with respect to $x$ is designated by an appropriate subscript $A_{x}$; summation is produced on a repeating index located at different levels of the multiindex value; a function is called as of fixed sign in some vicinity of zero if it is equal to zero in the origin of coordinates and saving the sign in an open dense set of the vicinity (if the function is equal to zero only in zero, it. For nondegeneracy of the Bellman-Lyapunov function $V(x)$ it is sufficient nondegeneracy of $\left.\omega(x, u)\right|_{u=0}$.

In favorable case by exception of variables $u^{j}, j=1, \ldots, m$, the system (1.4) is reduced to the Hamilton-Jacoby equation

$$
\begin{equation*}
\varphi\left(x^{i}, V_{j}\right)=0 \tag{1.5}
\end{equation*}
$$

The problem (1.1), (1.2) and the equations (1.3)-(1.5) were studied from different points of view by different authors [3-11]. Along with theoretical proof of the method, research of optimal control existence conditions, definition of adequate space, in which the solution always exists $[3,9,10]$, methods of solving of the particular problems originating in mechanics, biology, industry etc. [4,12], and also classes of the problems for systems of the defined sort $[5,6,13,14]$ were developing.

By first completely investigated type of systems (1.1), (1.2), accepting exact solution, was linearly-square systems

$$
f^{i}(x, u)=A_{j}^{i} x^{j}+B_{k}^{i} u^{k}
$$

$$
\omega(x, u)=C_{i k} y^{i} y^{k}=D_{i j} x^{i} x^{j}+E_{i k} x^{i} u^{k}+F_{k l} u^{k} u^{l}
$$

where $\left(y^{1}, \ldots, y^{n+m}\right)=\left(x^{1}, \ldots, x^{n}, u^{1}, \ldots, u^{m}\right)$,
et matrixes $\left(C_{i j}\right)_{i, j=1, \ldots, n+m}, \quad\left(D_{i j}\right)_{i, j=1, \ldots, n},\left(F_{k l}\right)_{k, l=1, \ldots, m}$ - are positive definite.

For linearly-square systems the Bellman-Lyapunov function, satisfying (1.5), is quadratic, positive definite function, which second partial derivatives can be found by solving of an algebraic system of the second order equations (Riccaty system).

$$
\begin{equation*}
\varphi_{x^{i} x^{k}}(0,0)+\varphi_{x^{i} V_{l}}(0,0) V_{l k}+\varphi_{V_{l} x^{k}}(0,0) V_{l i}+\varphi_{V_{j} V_{l}}(0,0) V_{l k} V_{j i}=0 \tag{1.6}
\end{equation*}
$$

The system (1.6) has two real solutions - required positive- definite matrix $\left(V_{i j}\right)$ and negative definite matrix $\left(\tilde{V}_{i j}\right) . u_{o p t}(x)$ is a linear function on Lagrangian manifold of the function $V(x)$.

Therefore, linearly-square problem (1.1), (1.2) completely is solvable. The following steps in construction of a general theory of systems (1.1), (1.2) and appropriate equations (1.3)-(1.5), increasing polynomial dimensionality of functions $f$ and $\omega$ and introduction of the special kind of nonlinearities reflected in $[4,6,13,14,15,16]$, represent a stage of accumulation and transition to the following logical step - theory of analytical and smooth systems (1.1), (1.2) [11,12,14,17, 18,19].

However, main methods of synthesis of an optimal feed-back for nonlinear systems until now remain: a method of substitution of the source system by linearly-square approximation in a neighbourhood of singular point $[6,7,15,16,20,21]$, method of splitting of a neighbourhood of the origin of coordinates of the state space on rather small blocks with consequent pasting together of found on them with the Bellman principle of an optimality, $u_{o p t i}, i \in I$, in the uniform synthesis method of an optimal feed-back of a specific structure $u_{o p t}(x, \alpha), \alpha$ - optimized parameters $[14,20,21]$. The work [19], in which the optimum control is restored on $n$ to optimal control in the sense of a specially given criterion is selected from the class of stabilizing actions is interesting.

Surprisingly, that the theory of optimum control, evolved from an analytical mechanics, does not use at all methods of the last and also of
differential geometry, traditionally connected to analytical mechanics. The given article to some degree completes it.

In section 2 the classical methods of Hamilton mechanics and possibility of calculation of coefficients of Taylor series of the BellmanLyapunov function in a neighbourhood of the singular point are considered, the way of construction of a evolutionary equation which allows to reduce algebraic solution of the Hamilton-Jacoby equation in holonomic one is given.

In section 3 some tools of differential-algebraic geometry are applied: the class of systems with invariant foliation of the BellmanLyapunov function, accepting exact solution of the problem of the optimal stabilization is described; the differential in variants of the Bellman-Lyapunov function of linearly-square problem are calculated; the definition of the nondegenerate potential function as equidistant function of Euclidean space is given; the way of obtaining of differential invariants with the help of suitable isomorphism of differential algebra is considered; the algebraic structure of the first integrals and separatrices of the Hamilton system is analyzed, because of that the way of calculation of the Lagrangian manifold of the potential function is formulated.

In section 4 the symmetries in the the optimal stabilization problem are considered.

In section 5 the heuristic algorithm of synthesis of suboptimal control of a given structure is offered and some additional facts able to be useful in synthesis problem are considered.

The obtained results represent a basis of the invariant theory of smooth optimal control systems.

## 2 Methods of mechanics and analysis

It is supposed that matrix $\left.\left(f_{u^{k} u^{l}}^{i} V_{i}+\omega_{u^{k} u^{l}}\right)\right|_{0 \in T^{*} R^{n} \times R^{m}}$, where $T^{*} R^{n}$ - phase space, is nondegenerate, that is in some neighbourhood of the origin of coordinates $T^{*} R^{n}$ there is uniquely defined function $u_{\text {opt }}=u_{\text {opt }}\left(x^{i}, V_{j}\right)$, satisfying (1.4.b) at which substitution in (1.4.a) the Hamilton-Jacoby equation (1.5) is obtained. In this case prob-
lem of the optimal stabilization is reduced to search of the equation $+: V_{i}=V_{i}(x), i=1, \ldots, n$, of the Bellman-Lyapunov function $V(x)$. For the system (1.1), (1.2), accepting in the origin of coordinates nondegenerate linearly-square approximating (system of expression of the functional is square positive definite form), Lagrangian manifold $L$ represents the separatrix of steady points of the Hamilton system

$$
\left\{\begin{array}{l}
\dot{x}^{i}=\varphi_{V_{i}}\left(x^{k}, V_{l}\right)  \tag{2.1}\\
\dot{V}_{i}=-\varphi_{x^{i}}\left(x^{k}, V_{l}\right)
\end{array}\right.
$$

The system (2.1) has also separatrix $L^{-}$of unstable points, being Lagrangian manifold of accompanying solution (1.5) negative definite function $\tilde{V}$.

### 2.1 Solving of Cauchy problem for the Hamilton system

It is known [32,33,34], that association of trajectories of the Hamilton system (2.1), passing through ( $n-1$ )-dimensional Lagrangian manifold $L_{0}^{n-1} \subset \varphi^{-1}(0)$ transversally to trajectories of the Hamilton system, is the $n$-dimensional Lagrangian manifold $L^{n} \subset \varphi^{-1}(0)$. Unfortunately we can not directly take advantage of this fact for construction of the separatrix of steady points $L^{+}$according to condition that only one point $(0,0) \in L^{+}$is known. Nevertheless we can use the following procedure:

- to calculate (linear) Lagrangian manifold $L^{+}$:
$V_{i}=\alpha_{i j} x^{j}, \alpha_{i j} \in R$, of linear approximation in the origin of coordinates of the system (2.1) ( $\alpha_{i j}$ is a solution of the Riccaty system (1.6));
- to count evolution of initial ( $n-1$ )-dimensional Lagrangian manifold $L_{0}^{n-1}=\left\{\left(x^{i}, V_{j}\right) \in T^{*} R^{n} \mid V_{i}=\alpha_{i j} x^{j},\left(x^{1}\right)^{2}+\ldots+\left(x^{n}\right)^{2}=\right.$ $\varepsilon, \varepsilon>0$ is small real number\} along Hamilton vector field (2.1) in the opposite direction.

The approximate local parametric representation of the manifold $L^{+}$ for the analytical Hamilton system (2.1) is

$$
\begin{aligned}
x^{i}\left(\tau, c_{2}, \ldots, c_{n}\right) & =\left.\left(\exp (\tau I d \varphi) x^{i}\right)\right|_{x^{i}=x^{i}\left(c_{2}, \ldots, c_{n}\right)}=\left(\left(1+\frac{\tau}{1!}(\operatorname{Id} \varphi)+\right.\right. \\
& \left.\left.+\frac{\tau^{2}}{2!}(I d \varphi)^{2}+\ldots\right) x^{i}\right)\left.\right|_{x^{i}=x^{i}\left(c_{2}, \ldots, c_{n}\right)} \\
V_{j}\left(\tau, c_{2}, \ldots, c_{n}\right) & =\left.\left(\exp (\tau I d \varphi) V_{j}\right)\right|_{V_{j}=V_{j}\left(c_{2}, \ldots, c_{n}\right)}=\left(\left(1+\frac{\tau}{1!}(I d \varphi)+\right.\right. \\
+ & \left.\left.\frac{\tau^{2}}{2!}(I d \varphi)^{2}+\ldots\right) V_{j}\right)\left.\right|_{V_{j}=V_{j}\left(c_{2}, \ldots, c_{n}\right)}
\end{aligned}
$$

where $I d \varphi \equiv \varphi_{V_{i}} \frac{\partial}{\partial x^{i}}-\varphi_{x^{j}} \frac{\partial}{\partial V_{j}}-$ Hamilton vector field;

$$
\left\{\begin{array}{l}
x^{1}\left(c_{2}, \ldots, c_{n}\right)=\frac{-2 \sqrt{\varepsilon}}{\left(1+\left(c_{2}\right)^{2}+\ldots+\left(c_{n}\right)^{2}\right)}+\sqrt{\varepsilon} \\
x^{2}\left(c_{2}, \ldots, c_{n}\right)=\frac{-2 \sqrt{\varepsilon} c_{2}}{\left(1+\left(c_{2}\right)^{2}+\ldots+\left(c_{n}\right)^{2}\right)} \\
\ldots \ldots \ldots \\
x^{n}=\left(c_{2}, \ldots, c_{n}\right)=\frac{-2 \sqrt{\varepsilon} c_{n}}{\left(1+\left(c_{2}\right)^{2}+\ldots+\left(c_{n}\right)^{2}\right)}
\end{array}\right.
$$

- rational parameterization of the sphere $S_{\varepsilon}^{n-1}\left(\left(x^{1}\right)^{2}+\ldots+\left(x^{n}\right)^{2}=\varepsilon\right)$ with the remote point $(\sqrt{\varepsilon}, 0, \ldots, 0)$;

$$
V_{i}\left(c_{2}, \ldots, c_{n}\right)=\alpha_{i j} x^{j}\left(c_{2}, \ldots, c_{n}\right) ; \quad \tau, c_{2}, \ldots, c_{n} \in R
$$

for each analytical function $F\left(x^{i}, V_{j}\right)$ the series $\left(\exp (\tau I d \varphi) F\left(x^{i}, V_{j}\right)\right)$ converges in some neighbourhood of the point $\tau=0$.

### 2.2 Method of the first integrals

In a neighbourhood of a nonspecial point the vector field (2.1) has $(2 n-1)$ functionally independent first integrals, commuting concerning a Poisson bracket with the Hamiltonian

$$
\begin{equation*}
(\varphi, \psi)=0 \tag{2.2.a}
\end{equation*}
$$

that is satisfying to the linear homogeneous partial equation of the first order

$$
\begin{equation*}
\varphi_{V_{i}} \psi_{x^{i}}-\varphi_{x^{j}} \psi_{V_{j}}=0 \tag{2.2.b}
\end{equation*}
$$

In a neighbourhood of the singular point of the system (2.1) exists no more than $n$ functionally independent integrals (though in addition $L^{+} \cup L^{-}$the number of functionally independent integrals can be more than $n$ ). In any case, if $\left\{I_{a}\right\}, a \in A$, is some set of integrals of the system (2.1), at an approaching choice of constants $c_{a}, a \in A$, functions $\left(I_{a}-c_{a}\right)$ belong to an (reduced) ideal of the manifold $L^{+} \cup L^{-}$. Actually, for the definition of Lagrangian manifold it is enough to have $n$ functionally independent integrals, pairwise commuting concerning Poisson bracket.

By common algebraic solution (above a ring $C^{\infty}\left(T^{*} R^{n}\right)$ of smooth functions) of equation

$$
\begin{equation*}
\varphi_{V_{i}} a_{i}-\varphi_{x^{j}} b^{j}=0 \tag{2.2.c}
\end{equation*}
$$

associated with the equation (2.2.c), is

$$
\begin{align*}
a_{i} & =A_{i j} \varphi_{V_{j}}-B_{i}^{k} \varphi_{x^{k}} \\
b^{j} & =C_{k}^{j} \varphi_{V_{k}}-D^{j l} \varphi_{x^{l}} \tag{2.3}
\end{align*}
$$

where $A_{i j}, D^{j l} \in C^{\infty}\left(T^{*} R^{n}\right)$ are skew-symmetric matrixes, $B_{i}^{k} \in$ $C^{\infty}\left(T^{*} R^{n}\right)$ - any matrix, $C_{k}^{j}=-B_{j}^{k}$.

The solutions of the equation (2.2.b) will be the closed 1 -forms

$$
\begin{gather*}
\alpha=a_{i} d x^{i}+b^{j} d V_{j}=\left(A_{i j} \varphi_{V_{j}}-B_{i}^{k} \varphi_{x^{k}}\right) d x^{i}+\left(C_{k}^{j} \varphi_{V_{k}}-D^{j l} \varphi_{x^{l}}\right) d V_{j}, \\
d \alpha=0 \tag{2.4}
\end{gather*}
$$

that is elements of matrixes $A, B, C, D$ should satisfy following partial equations of the first order

$$
\begin{gathered}
A_{i j x^{t}} \varphi_{V_{j}}+A_{i j} \varphi_{V_{j} x^{t}}-B_{i x^{t}}^{k} \varphi_{x^{k}}-B_{i}^{k} \varphi_{x^{k} x^{t}}= \\
A_{t j x^{i}} \varphi_{V_{j}}+A_{t j} \varphi_{V_{j} x^{i}}-B_{t x^{i}}^{k} \varphi_{x^{k}}-B_{t}^{k} \varphi_{x^{k} x^{i}}
\end{gathered}
$$

$$
\begin{gather*}
A_{i j V_{s}} \varphi_{V_{j}}+A_{i j} \varphi_{V_{j} V_{s}}-B_{i V_{s}}^{k} \varphi_{x^{k}}-B_{i}^{k} \varphi_{x^{k} V_{s}}= \\
C_{k x^{i}}^{s} \varphi_{V_{k}}+C_{k}^{s} \varphi_{V_{k} x^{i}}-D_{x^{i}}^{s l} \varphi_{x^{l}}-D^{s l} \varphi_{x^{l} x^{i}} \\
C_{k V_{i}}^{j} \varphi_{V_{k}}+C_{k}^{j} \varphi_{V_{k} V_{i}}-D_{V_{i}}^{j l} \varphi_{x^{l}}-D^{j l} \varphi_{x^{l} V_{i}}= \\
C_{k V_{j}}^{i} \varphi_{V_{k}}+C_{k}^{i} \varphi_{V_{k} V_{j}}-D_{V_{j}}^{i l} \varphi_{x^{l}}-D^{i l} \varphi_{x^{l} V_{j}} \tag{2.5}
\end{gather*}
$$

The effective solving of the last system without any additional suppositions is undefined. Such suppositions can be some functional or differential dependences between elements of matrices $A, B, C, D$. For linear equation (2.1) it is natural to look for integrals of movement as having quadratic form. In this case $A_{i j}, B_{i}^{k}, C_{k}^{j}, D^{j l}$ are constants and the solving of the equations (2.5) does not cause difficulties (they are reduced to the system of linear homogeneous algebraic equations).

Example 1.

$$
\left\{\begin{array}{l}
\dot{x}^{1}=x^{1}-x^{2} \\
\dot{x}^{2}=x^{3} \\
\dot{x}^{3}=u
\end{array} \quad J=\int_{0}^{\infty}\left(\left(x^{1}\right)^{2}+u^{2}\right) d t\right.
$$

$u_{o p t}=-\frac{1}{2} V_{3}-$ optimum control on the Lagrangian surface $L^{+} ;$
$\varphi=\left(x^{1}\right)^{2}+x^{1} V_{1}-x^{2} V_{1}+x^{3} V_{2}-\frac{1}{4}\left(V_{3}\right)^{2}-$ Hamiltonian; $I d \varphi=\left(x^{1}-x^{2}\right) \frac{\partial}{\partial x^{1}}+x^{3} \frac{\partial}{\partial x^{2}}-\frac{1}{2} V_{3} \frac{\partial}{\partial x^{3}}-\left(2 x^{1}+V_{1}\right) \frac{\partial}{\partial V_{1}}+V_{1} \frac{\partial}{\partial V_{2}}-V_{2} \frac{\partial}{\partial V_{3}}$ is Hamilton vector field .

$$
\left(\begin{array}{c}
\psi_{x^{1}} \\
\psi_{x^{2}} \\
\psi_{x^{3}} \\
\psi_{V_{1}} \\
\psi_{V_{2}} \\
\psi_{V_{3}}
\end{array}\right)=\left(\begin{array}{cccccc}
0 & a_{2} & a_{3} & b_{1} & b_{2} & b_{3} \\
-a_{2} & 0 & a_{4} & b_{4} & b_{5} & b_{6} \\
-a_{3} & -a_{4} & 0 & b_{7} & b_{8} & b_{9} \\
-b_{1} & -b_{4} & -b_{7} & 0 & c_{2} & c_{3} \\
-b_{2} & -b_{5} & -b_{8} & -c_{2} & 0 & c_{4} \\
-b_{3} & -b_{6} & -b_{9} & -c_{3} & -c_{4} & 0
\end{array}\right)\left(\begin{array}{c}
x^{1}-x^{2} \\
x^{3} \\
-\frac{1}{2} V_{3} \\
-\left(2 x^{1}+V_{1}\right) \\
V_{1} \\
-V_{2}
\end{array}\right)
$$

where $\psi$ - required first integral; $a, b, c$ with indexes are constants.
Taking into account relations of equality of the second mixed derivative from $\psi$, we shall obtain the intermediate system of the linear algebraic equations concerning $a, b, c$, which solution is the 3 -parametric family of matrices of coefficients of the noted above system:

$$
\left(\begin{array}{cccccc}
0 & -2 b_{7} & 0 & \left(-b_{7}+b_{9}\right) & 0 & 2 c_{3} \\
2 b_{7} & 0 & -4 c_{3} & b_{7} & b_{9} & 0 \\
0 & 4 c_{3} & 0 & b_{7} & 0 & b_{9} \\
\left(b_{7}-b_{9}\right) & -b_{7} & -b_{7} & 0 & -c_{3} & c_{3} \\
0 & -b_{9} & & c_{3} & 0 & \left(c_{3}-\frac{1}{2} b_{7}\right) \\
-2 c_{3} & 0 & -b_{9} & -c_{3} & \left(\frac{1}{2} b_{7}-c_{3}\right) & 0
\end{array}\right)
$$

where $b_{7}, b_{9}, c_{3}$-independent parameters.
Integrating the form

$$
d \psi=\psi_{x^{1}} d x^{1}+\psi_{x^{2}} d x^{2}+\psi_{x^{3}} d x^{3}+\psi_{V_{1}} d V_{1}+\psi_{V_{2}} d V_{2}+\psi_{V_{3}} d V_{3}
$$

we obtain a 3 -parametric family of the first integrals:

$$
\begin{gathered}
\psi=b_{7}\left(\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}+\frac{1}{4}\left(V_{2}\right)^{2}-2 x^{1} x^{3}+x^{1} V_{1}-x^{2} V_{1}-x^{3} V_{1}+\frac{1}{2} V_{1} V_{3}\right)+ \\
+b_{9}\left(-\left(x^{1}\right)^{2}+\frac{1}{4}\left(V_{3}\right)^{2}-x^{1} V_{1}+x^{2} V_{1}-x^{3} V_{2}\right)+ \\
+c_{3}\left(2\left(x^{3}\right)^{2}-\frac{1}{2}\left(V_{1}\right)^{2}-\frac{1}{2}\left(V_{2}\right)^{2}-2 x^{1} V_{2}+2 x^{2} V_{3}-V_{1} V_{2}\right) \equiv \\
\equiv b_{7} \psi_{1}+b_{9} \psi_{2}+c_{3} \psi_{3},
\end{gathered}
$$

where $\psi_{1}, \psi_{2} \equiv-\varphi, \psi_{3}$ - independent integrals of the Hamilton vector field $I d \varphi$, defined on all, $T^{*} R^{3}$.

Equations $\psi_{1}=0, \psi_{2}=0, \psi_{3}=0$ determine $L^{+} \cup L^{-}$.
The methods of integrals searching of the system (2.1) represent the classical problem of analytical mechanics. From traditional methods it is possible to mark the full integral method [35,36], from modern method L-A-pare and method of orbits of a co-adjoint representation of group [37,38,39].

### 2.3 Decomposition of the Bellman-Lyapunov function in Taylor series in a neighbourhood of the origin of coordinates

From consideration of differential continuations structure of the Hamil-ton-Jacoby equation (1.5)

$$
\begin{gather*}
D_{x^{i}}(\varphi)=\varphi_{x^{i}}+V_{i j} \varphi_{V_{j}}=0  \tag{2.6.a}\\
D_{x^{k}} \circ D_{x^{i}}(\varphi)=\varphi_{x^{i} x^{k}}+V_{i j k} \varphi_{V_{j}}+V_{i j} \varphi_{V_{j} x^{k}}+V_{k l} \varphi_{V_{l} x^{i}}+ \\
+V_{k l} V_{i j} \varphi_{V_{j} V_{l}}=0  \tag{2.6.b}\\
D_{x^{s}} \circ D_{x^{k}} \circ D_{x^{i}}(\varphi)=D_{x^{s}}\left(\varphi_{x^{i} x^{k}}\right)+V_{i k s j} \varphi_{V_{j}}+V_{i k j} D_{x^{s}}\left(\varphi_{V_{j}}\right)+V_{i s j} \varphi_{V_{j} x^{k}}+ \\
+V_{i j} D_{x^{s}}\left(\varphi_{V_{j} x^{k}}\right)+V_{k s l} \varphi_{V_{l} x^{i}}+V_{k l} D_{x^{s}}\left(\varphi_{V_{l} x^{i}}\right)+V_{k s l} V_{i j} \varphi_{V_{j} V_{l}}+V_{k l} V_{i s j} \varphi_{V_{j} V_{l}}+ \\
+V_{k l} V_{i j} D_{x^{s}}\left(\varphi_{V_{j} V_{l}}\right)=0 \quad \text { etc. } \tag{2.6.c}
\end{gather*}
$$

where $D_{x^{i}}=\frac{\partial}{\partial x^{i}}+V_{i j} \frac{\partial}{\partial V_{j}}$, we can see that in the case of existing of the Bellman-Lyapunov function the coefficients of it decomposition in Taylor series in the origin of coordinates are determined by the system (2.6) uniquely. For each subsystem (2.6), defining a p-jet, $j_{0}^{p}(V)$, the number of equations coincides with the number of unknown variables (derivatives $\varphi_{x^{i}}, \varphi_{V_{j}}$ by condition are equal 0). Flexons $V_{i j}$ are calculated from the quadratic Riccati system (2.6.b) and condition of positive determinancy of the matrix $\left(V_{i j}\right)$, derivatives of the function $V$, beginning with third order, are defined from the system of the linear inhomogeneous equations. If the function $V$ is analitical it can be represented by Taylor decomposition

$$
\begin{equation*}
V=\sum_{i^{1}, \ldots, i^{n}=0}^{\infty} \frac{1}{i^{1}!\ldots i^{n!}} V_{\left(i^{1}, \ldots, i^{n}\right)}(0)\left(x^{1}\right)^{i^{1}} \ldots\left(x^{n}\right)^{i^{n}} \tag{2.7}
\end{equation*}
$$

where

$$
V_{\left(i^{1}, \ldots, i^{n}\right)}(0)=\left.\frac{\partial^{\left(i^{1}+\ldots+i^{n}\right)} V}{\partial\left(x^{1}\right)^{i^{1}} \ldots \partial\left(x^{n}\right)^{i^{n}}}\right|_{x=0}
$$

In spite of the fact that the jet $j_{0}^{\infty}(V)$ is given by the system (2.6) in implicit kind, the solution of any finite subsystem (2.6) by use of
computer algebra does not represent difficulties (there is an effective algorithm of solving of such system).

Example 2 (Duffing equation, rigid spring).

$$
\left\{\begin{array}{l}
\dot{x}^{1}=x^{2} \\
\dot{x}^{2}=-x^{1}-2\left(x^{1}\right)^{3}+u
\end{array} \quad J=\int_{0}^{\infty}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+u^{2}\right) d t\right.
$$

$u_{\text {opt }}=-\frac{1}{2} V_{2}-$ optimal control on $L^{+}$;
$\varphi=\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}-\frac{1}{4}\left(V_{2}\right)^{2}-\left(2\left(x^{1}\right)^{3}+x^{1}\right) V_{2}+x^{2} V_{1}=0-$ HamiltonJacoby equation.

Let's write initial defining equations to calculate derivatives of the Bellman-Lyapunov function in the origin of coordinates up to 4 order (indexes at $\varphi$ mean the full derivatives in respect to appropriate variables):

$$
\left\{\begin{array}{l}
\left.\varphi_{11}\right|_{0}=2-\frac{1}{2}\left(V_{12}\right)^{2}-2 V_{12}=0 \\
\left.\varphi_{12}\right|_{0}=-\frac{1}{2} V_{22} V_{12}-V_{22}+V_{11}=0 \\
\left.\varphi_{22}\right|_{0}=2-\frac{1}{2}\left(V_{22}\right)^{2}+2 V_{12}=0
\end{array}\right.
$$

Positive definite solution of the given system is the matrix with elements:

$$
\begin{aligned}
& V_{11}=2 \sqrt{4 \sqrt{2}-2}, V_{12}=2 \sqrt{2}-2, V_{22}=2 \sqrt{2 \sqrt{2}-1} \\
& \left\{\begin{array}{l}
\left.\varphi_{111}\right|_{0}=\frac{3}{2}(2-2 \sqrt{2}) V_{112}-3 V_{112}=0 \\
\left.\varphi_{112}\right|_{0}=-2 \sqrt{2} V_{122}-\sqrt{2 \sqrt{2}-1} V_{112}+V_{111}=0 \\
\left.\varphi_{122}\right|_{0}=-\sqrt{2 \sqrt{2}-1} V_{122}-\sqrt{2} V_{222}=0 \\
\left.\varphi_{222}\right|_{0}=-3 \sqrt{2 \sqrt{2}-1} V_{222}+3 V_{122}=0
\end{array}\right.
\end{aligned}
$$

This linear system has a unique trivial solution:

$$
V_{111}=V_{112}=V_{122}=V_{222}=0
$$

$$
\left\{\begin{array}{l}
\left.\varphi_{1111}\right|_{0}=-4 \sqrt{2} V_{1112}+(96-96 \sqrt{2})=0 \\
\left.\varphi_{1112}\right|_{0}=V_{1111}-3 \sqrt{2} V_{1122}+(36 \sqrt{2}-48)-24 \sqrt{2 \sqrt{2}-1}=0 \\
\left.\varphi_{1122}\right|_{0}=-2 \sqrt{2} V_{1222}-2 \sqrt{2 \sqrt{2}-1} V_{1122}+24 \sqrt{2}-48=0 \\
\left.\varphi_{1222}\right|_{0}=3 V_{1122}-3 \sqrt{2 \sqrt{2}-1} V_{1222}-\sqrt{2} V_{2222}=0 \\
\left.\varphi_{2222}\right|_{0}=-4 \sqrt{2} V_{1112}-48(2 \sqrt{2}-2)=0
\end{array}\right.
$$

Solution of the last system is:

$$
\begin{gathered}
V_{1111}=\frac{1}{573}((636-573 \sqrt{2}) \sqrt{2 \sqrt{2}-1}+1312-44 \sqrt{2}), \\
V_{1112}=12 \sqrt{2}-24, \\
V_{1122}=\frac{1}{191}(137-3 \sqrt{2}), \\
V_{1222}=\frac{1}{191}((-30 \sqrt{2}-9) \sqrt{2 \sqrt{2}-1}+20+3 \sqrt{2}), \\
V_{2222}=\frac{1}{191}(30 \sqrt{2}+9) .
\end{gathered}
$$

We obtain an initial segment of Taylor series of the BellmanLyapunov function:

$$
\begin{aligned}
V=\frac{1}{2} & V_{11}\left(x^{1}\right)^{2}+V_{12} x^{1} x^{2}+\frac{1}{2} V_{22}\left(x^{2}\right)^{2}+\frac{1}{24} V_{1111}\left(x^{1}\right)^{4}+\frac{1}{6} V_{1112}\left(x^{1}\right)^{3} x^{2}+ \\
& +\frac{1}{4} V_{1122}\left(x^{1}\right)^{2}\left(x^{2}\right)^{2}+\frac{1}{6} V_{1222} x^{1}\left(x^{2}\right)^{3}+\frac{1}{24} V_{2222}\left(x^{2}\right)^{4}+\ldots
\end{aligned}
$$

### 2.4 Evolutionary equation

There is a possibility to deformate smoothly any smooth cut

$$
S_{0}: R^{n} \rightarrow T^{*} R^{n} \bigcap \varphi^{-1}(0):\left(x^{i}\right) \mapsto\left(x^{i}, S_{0}^{j}\left(x^{k}\right)\right)
$$

with positive main minors of the Jacoby matrix $\left(S_{0 x^{k}}^{j}\right)$, passing through, $0 \in T^{*} R^{n}$, of stratification $T^{*} R^{n} \bigcap \varphi^{-1}(0) \rightarrow R^{n}$ on a semiinfinite segment $[0, \infty]$, remaining in the class of cuts of an indicated
stratification, in holonomic (representing in this case Lag ) along an approaching evolutionary vector field

$$
\begin{gather*}
\frac{\partial}{\partial \tau} V_{i}=\Phi_{i}\left(x^{j}, V_{l x^{k}}, V_{m x^{s} x^{t}}\right) \\
. .:\left.V_{i}(x, \tau)\right|_{\tau=0}=S_{0}^{i}(x) \tag{2.8}
\end{gather*}
$$

where

$$
\begin{aligned}
& \sum_{i=0}^{n} \Phi_{i} \frac{\partial}{\partial V_{i}}-\text { projection on tangent stratification } \\
& T\left(T^{*} R^{n} \bigcap \varphi^{-1}(0)\right) \text { of evolutionary vector field } \\
& Q=\sum_{k=1}^{n} \sum_{i<j} V_{l x^{k}}\left(V_{i x^{j}}-V_{j x^{i}}\right)\left(V_{i x^{j} x^{k}}-V_{j x^{i} x^{k}}\right) \frac{\partial}{\partial V_{l}}
\end{aligned}
$$

appropriate to minus - gradient, ( $-g r a d \pi$ ) of function

$$
\begin{gathered}
\pi=\frac{1}{2} \sum_{i<j}\left(V_{i x^{j}}-V_{j x^{i}}\right)^{2}, \text { that is } \\
\sum_{i=1}^{n} \Phi_{i} \frac{\partial}{\partial V_{i}}=\sum_{i, j=1}^{n} \beta_{i j} \varphi_{V_{j}} \frac{\partial}{\partial V_{i}}, \beta_{i j}=-\beta_{j i} \in C^{\infty}\left(T^{*} R^{n}\right),
\end{gathered}
$$

$\beta_{i j}$ - any solution of the inequality (scalar product is more than zero)

$$
\sum_{i, j, k=1}^{n} \sum_{s<t} \beta_{i j} \varphi_{V_{j}} V_{i x^{k}}\left(V_{s x^{t}}-V_{t x^{s}}\right)\left(V_{s x^{t} x^{k}}-V_{t x^{s} x^{k}}\right)>0, \text { if }\left(x^{i}, V_{j}\right) \neq 0
$$

Lagrange manifold of a nondegenerate Bellman-Lyapunov function is limiting solution at $\tau \rightarrow \infty$ equations (2.8). The more skillful methods of deformation of algebraic solutions of the differential equations in holonomic can be found in fundamental work[40].

## 3 Geometrical methods

In the given section the greater attention is given to invariant description of the potential function and its Lagrange manifold.

### 3.1 Class of system with invariant foliation of BellmanLyapunov function

System (1.1), (1.2) has invariant foliation of the Bellman-Lyapunov function, if the optimal stream in the state space keeps invariant surfaces of a level of the Bellman-Lyapunov function. The class of such systems is not empty and has good algebraic description. For systems of this class the following sentence takes place [41].

Subalgebra generated by the Bellman-Lyapunov function in algebra of smooth functions on $R^{n}$ is differential concerning an infinitesimal operator defining optimal stream.

Let's designate:
$\varphi\left(x^{i}, V_{j}\right)$ - Hamiltonian, $\left(-\omega\left(x^{i}, V_{j}\right)\right)-$ Lagrangian $\left(\varphi \equiv \varphi_{V_{i}} V_{i}+\omega\right)$,
$I d \varphi$ - Hamilton vector field,
$L_{I d \varphi}^{(k)}-k$-th Lie derivative along $\operatorname{Id\varphi }(k=0,1,2, \ldots)$,
$i_{I d \varphi}$ - substitution operation of Hamilton field into form.
Sequences of the 2-forms

$$
d \omega \wedge d V, d\left(L_{I d \varphi} \omega\right) \wedge d V, \ldots, d\left(L_{I d \varphi}^{(k)} \omega\right) \wedge d V, \ldots
$$

and 1-forms

$$
i_{I d \varphi}(d \omega \wedge d V), i_{I d \varphi}\left(d\left(L_{I d \varphi}\right) w e d g e d V\right), \ldots, i_{I d \varphi}\left(d\left(L_{I d \varphi}^{(k)} \omega\right) \wedge d V\right), \ldots
$$

are contained in a differential ideal of the Lagrangian manifold of the Bellman-Lyapunov function.

Sequences of the 2 -forms and 1 -forms from the previous sentence completely characterize a pair of Lagrange manifolds $L^{+} \cup L^{-}$in a phase space, just, separatrix of points that are stable concerning the origin of coordinates of the Hamilton vector field $I d \varphi$ and separatrix of points that are unstable concerning the origin of coordinates.

Stated facts can be used for exact calculation of an optimal feedback of the optimal stabilization problem for the defined above class of systems.

Example 3.

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{x}^{1}=x^{2} \\
\dot{x}^{2}=u
\end{array} \quad J=\int_{0}^{\infty}\left(\left(x^{1}\right)^{2}+u^{2}\right) d t\right. \\
& \min _{u}\left\{x^{2} V_{1}+u V_{2}+\left(x^{1}\right)^{2}+u^{2}\right\}=0-\text { Bellman equation. } \\
& u_{o p t}=-\frac{1}{2} V_{2} \\
& \varphi=x^{2} V_{1}-\frac{1}{4}\left(V_{2}\right)^{2}+\left(x^{1}\right)^{2}-\text { Hamiltonian of system. } \\
& \omega=\varphi-\varphi_{V_{i}} V_{i}=\left(x^{1}\right)^{2}+\frac{1}{4}\left(V_{2}\right)^{2}-\text { minus Lagrangian. } \\
& I d \varphi=\varphi_{V_{i}} \frac{\partial}{\partial x^{i}}-\varphi_{x^{j}} \frac{\partial}{\partial V_{j}}=x^{2} \frac{\partial}{\partial x^{1}}-\frac{1}{2} V_{2} \frac{\partial}{\partial x^{2}}-2 x^{\frac{1}{\partial V_{1}}}-V_{1} \frac{\partial}{\partial V_{2}}-
\end{aligned}
$$

Hamilton vector field.

$$
\omega^{(1)}=L_{I d \varphi} \omega=2 x^{1} x^{2}-\frac{1}{2} V_{1} V_{2}, \omega^{(2)}=L_{I d \varphi}^{(2)} \omega=2\left(x^{2}\right)^{2}+\frac{1}{2}\left(V_{1}\right)^{2}
$$

- first and second Lie derivatives from $\omega$ along $I d \varphi$.

Let's assume $\omega^{(1)}=A \omega, \omega(2)=B \omega, \varphi=0, A, B-$ const.
Solving the received system of the square equations concerning $V_{1}, V_{2}$, we shall obtain

$$
\left\{\begin{array}{l}
V_{1}= \pm 2 \sqrt{2} x^{1}+2 x^{2} \\
V_{2}=2 x^{1} \pm 2 \sqrt{2} x^{2}
\end{array}\right.
$$

Sign "+" corresponds to the Bellman-Lyapunov function.
We find $u_{o p t}=-x^{1}-\sqrt{2} x^{2}$.
Example 4 [14, page 47].

$$
\left\{\begin{aligned}
\dot{x}^{1}= & x^{2} \\
\dot{x}^{2}= & \sin x^{1}+x^{3} \quad \\
\dot{x}^{3}= & u=\int_{0}^{\infty}\left(\left(x^{1}+x^{2}+x^{3}\right)^{2}+\left(x^{2}+\sin x^{1}+x^{3}+u\right)^{2}\right) d t \\
& \min _{u}\left\{x^{2} V_{1}+\left(\sin x^{1}+x^{3}\right) V_{2}+u V_{3}+\left(x^{1}+x^{2}+x^{3}\right)^{2}+\right.
\end{aligned}\right.
$$

$$
\begin{gathered}
\left.\left(x^{2}+\sin x^{1}+x^{3}+u\right)^{2}\right\}=0-\text { the Bellman equation. } \\
u_{\text {opt }}=-\frac{1}{2} V_{3}-x^{2}-\sin x^{1}-x^{3} \\
\varphi=x^{2} V_{1}+\left(\sin x^{1}+x^{3}\right) V_{2}-\left(x^{2}+\sin x^{1}+x^{3}\right) V_{3}-\frac{1}{4} V_{3}^{2}+ \\
+\left(x^{1}+x^{2}+x^{3}\right)^{2}-\text { Hamiltonian. } \\
\omega=\left(x^{1}+x^{2}+x^{3}\right)^{2}+\frac{1}{4} V_{3}^{2}-\text { Lagrangian. } \\
I d \varphi=x^{2} \frac{\partial}{\partial x^{1}}+\left(\sin x^{1}+x^{3}\right) \frac{\partial}{\partial x^{2}}-\left(x^{2}+\sin x^{1}+x^{3}+\frac{1}{2} V_{3}\right) \frac{\partial}{\partial x^{3}}-\left(\cos x^{1} V_{2}-\right. \\
\left.-\cos x^{1} V_{3}+2 x^{1}+2 x^{2}+2 x^{3}\right) \frac{\partial}{\partial V_{1}}-\left(V_{1}-V_{3}+2 x^{1}+2 x^{2}+2 x^{3}\right) \frac{\partial}{\partial V_{2}}-\left(V_{2}-V_{3}+\right. \\
\left.+2 x^{1}+2 x^{2}+2 x^{3}\right) \frac{\partial}{\partial V_{3}}-\text { Hamilton vector field. }
\end{gathered}
$$

Let us assume, $K V=\omega, K-$ const. If $V$ - polinomial then $V$ has a kind $V=C\left(x^{1}+x^{2}+x^{3}\right)^{2}, C-$ const. Let's substitute $V_{1}, V_{2}$, $V_{3}$ in the equation $\varphi=0$ and in result we shall obtain $C= \pm 1$ ("+" corresponds to the Bellman function).

It is possible to check up that functions $V_{1}=V_{2}=V_{3}= \pm 2\left(x^{1}+\right.$ $x^{2}+x^{3}$ ) satisfy to the equations $\omega^{(1)}=A \omega, \omega^{(2)}=B \omega, A, B-$ const, where

$$
\begin{aligned}
\omega^{(1)}= & L_{I d \varphi}=\frac{1}{2}\left(V_{3}\right)^{2}-\frac{1}{2} V_{2} V_{3}-2 V_{3}\left(x^{1}+x^{2}+x^{3}\right), \\
\omega^{(2)}=L_{I d \varphi}^{(2)} \omega= & \frac{3}{2}\left(V_{3}\right)^{2}+\frac{1}{2} V_{1} V_{3}-3 V_{3}\left(x^{1}+x^{2}+x^{3}\right)-\frac{3}{2} V_{2} V_{3}+\frac{1}{2}\left(V_{2}\right)^{2}+ \\
& +3 V_{2}\left(x^{1}+x^{2}+x^{3}\right)+4\left(x^{1}+x^{2}+x^{3}\right)^{2}
\end{aligned}
$$

- first and second Lie derivatives $\omega$ along $I d \varphi$.

We find $u_{\text {opt }}=-x^{1}-2 x^{2}-2 x^{3}-\sin x^{1}$.

### 3.2 Systems with Hamiltonian admitting group of symmetries along a level surface of the decision of the Hamilton-Jacoby equation

There are joint differential invariants of Hamiltonian $\varphi$ and function $V(x)$, being a solution of the equation $\varphi=0$. Let's calculate differential invariants of the first order by Laptev G.F. method [42,43].

On space of coframe stratification $H^{\infty}\left(R^{n}\right)$ over $R^{n}$ there is a sequence of the 1-forms invariant concerning smooth automorphisms $H^{\infty}\left(R^{n}\right) \rightarrow H^{\infty}\left(R^{n}\right):$

$$
\begin{gather*}
\omega^{i}=x_{j}^{i} d x^{j} \\
\omega_{j}^{i}=d \tilde{x}_{j}^{k} x_{k}^{i}-x_{j k}^{i} \omega^{k}, \\
\omega_{j k}^{i}=d x_{j k}^{i}-x_{j l}^{i} \omega_{k}^{l}-x_{l k}^{i} \omega_{j}^{l}+x_{j k}^{l} \omega_{l}^{i}+x_{j k}^{m} x_{m l}^{i} \omega^{l}-x_{j k l}^{i} \omega^{l}, \text { etc. } \tag{3.1}
\end{gather*}
$$

where

$$
\tilde{x}_{j}^{i} x_{k}^{j}=\delta_{k}^{i} .
$$

Let's make decomposition $d V$ and $d \varphi$ along the invariant forms (3.1):

$$
\begin{gathered}
d V=V_{i} d x^{i}=V_{i} \tilde{x}_{j}^{i} \omega^{j} ; I_{j} \equiv V_{i} \tilde{x}_{j}^{i} ; \\
d V_{l}=d I_{j} x_{l}^{j}+I_{j} d x_{l}^{j}=d I_{j} x_{l}^{j}-I_{j} x_{l}^{k} \omega_{k}^{j}-I_{j} x_{l}^{t} x_{t k}^{j} \omega^{k} ; \\
d \varphi=\left(\varphi_{x^{i}} \tilde{x}_{k}^{i}-\varphi_{V_{l}} I_{j} x_{l}^{t} x_{t k}^{j}\right) \omega^{k}+\varphi_{V_{l}} x_{l}^{j} d I_{j}-\varphi_{V_{l}} I_{j} x_{l}^{k} \omega_{k}^{j} ; \\
J_{j}^{k} \equiv \varphi_{V_{l}} I_{j} x_{l}^{k} ; J^{j} \equiv \varphi_{V_{l}} x_{l}^{j} ; J_{k} \equiv \varphi_{x^{i}} \tilde{x}_{k}^{i}-\varphi_{V_{l}} I_{j} x_{l}^{t} x_{t k}^{j} ;
\end{gathered}
$$

$I_{j} ; J_{j}^{k} ; J^{j} ; J_{k}$ - differential invariants of the first order with additional foliation parameters. These invariants are dependent among themselves and therefore at their evaluation in initial algebra $C^{\infty}\left(T^{*} R^{n}\right)$ there will be nontrivial base invariants. Actually, there is one independent nontrivial joint differential invariant of functions $\varphi$ and $V$, obtained by convolution $J_{j}^{k}$ on the upper and lower indexes with regard of values $I_{j}$.

$$
J \equiv J_{j}^{j}=\varphi_{V_{l}} I_{j} x_{l}^{j}=\varphi_{V_{l}} V_{l}
$$

If the Hamiltonian $\varphi$ admits group of symmetries with orbits on $R^{n}$ $V=$ const, then $J=\varphi_{V_{l}} V_{l}=F(V)$ - smooth function from $V$.

From here immediately follows, that the class of systems with invariant foliation of the Bellman-Lyapunov function is contained in a class of systems with Hamiltonian admitting group of symmetries along a level surface of a solution of the Hamilton-Jacoby equation.

## 4 Differential invariants of a quadratic Bell-man-Lyapunov function

Let's calculate differential invariants of smooth function relatively to the standard operation of full linear group $G L(n, R)$ on $\quad R^{n}$

$$
G L(n, R) \times R^{n} \rightarrow R^{n}:(A, x) \mapsto A x
$$

Let's raise function $V(x)$ with the help of canonical envelopment $x=A x_{0}, x_{0}=$ const $\neq 0$ on group space $G L(n, R)$ and decompose it differential, and also all coeffuicients, obtained at each stage of expansion, according to the left-invariant forms of group $G L(n, R)$ $\omega=A^{-1} d A$, or $\omega_{j}^{i}=\tilde{a}_{k}^{i} d a_{j}^{k}$, where $\tilde{a}_{k}^{i} a_{j}^{k}=\delta_{j}^{i}$.

$$
\begin{gathered}
d V=V_{i} d x^{i}=V_{i} x_{0}^{j} a_{k}^{i} \omega_{j}^{k} ; \quad J_{k}^{j} \equiv V_{i} x_{0}^{j} a_{k}^{i} ; \\
d J_{k}^{j}=\left(V_{i l} a_{t}^{l} a_{k}^{i} x_{0}^{s} x_{0}^{j}+V_{i} a_{t}^{i} x_{0}^{j} \delta_{k}^{s}\right) \omega_{s}^{t} ; \quad J_{t k}^{s j} \equiv V_{i l} a_{t}^{l} a_{k}^{i} x_{0}^{s} x_{0}^{j} \\
d J_{t k}^{s j}=\left(V_{i l \alpha} a_{\sigma}^{\alpha} a_{t}^{l} a_{k}^{i} x_{0}^{\beta} x_{0}^{s} x_{0}^{j}+V_{i l} a_{\sigma}^{l} a_{k}^{i} x_{0}^{s} x_{0}^{j} \delta_{t}^{\beta}+V_{i l} a_{t}^{l} a_{\sigma}^{i} x_{0}^{s} x_{0}^{j} \delta_{k}^{\beta}\right) \omega_{\beta}^{\sigma} ; \\
J_{\sigma t k}^{\beta s j} \equiv V_{i l \alpha} a_{\sigma}^{\alpha} a_{t}^{l} a_{k}^{i} x_{0}^{\beta} x_{0}^{s} x_{0}^{j} ; \text { etc. }
\end{gathered}
$$

$J_{k}^{j}, J_{t k}^{s j}, J_{\sigma t k}^{\beta s j}$ etc. - differential invariants of first, second, third and etc. orders of function $V(x)$ continued on group space. The indicated magnitudes are dependent among themselves, that is there are independent nontrivial base invariants of function $V(x)$, obtained with the help of convolution on appropriate to the upper and lower indexes of found invariants.

$$
I_{1} \equiv J_{j}^{j}=V_{i} x^{i}, I_{2} \equiv J_{s j}^{s j}=V_{i l} x^{l} x^{i}, I_{3} \equiv J_{\beta s j}^{\beta s j}=V_{i l \alpha} x^{\alpha} x^{l} x^{i}, \ldots
$$ base invariants of first, second, third and etc. orders of smooth function $V(x)$, among which there is only one (differentially) independent invariant $I_{1}$.

For homogeneous square function $V \quad I_{1}=V_{i} x^{i}=2 V$ (known the Euler relation). Unfortunately, $I_{j}, j=1,2, \ldots$ will not form the full system of invariants, nevertheless they can be useful. By share solution of the Hamilton-Jacoby equation (1.5) linearly - square systems and equations $2 V=V_{i} x^{i}$ is the pair square positive definite and negative definite functions. From the structure of the relation $2 V=V_{i} x^{i}$ in common case it is possible to make a conclusion about presence of the smooth in a neighbourhood of zero vector field $\xi^{i} \frac{\partial}{\partial x^{i}}$, similar to the field of radial stretch $x^{i} \frac{\partial}{\partial x^{i}}$, enveloping the vector field on $R^{1} 2 V \frac{\partial}{\partial V}$ with the help of potential function $V=V(x)$.

## 5 Bellman-Lyapunov function as equidistant function of Euclidean space

In canonical case the nondegenerate potential function has the kind $V(x)=\left(x^{1}\right)^{2}+\ldots+\left(x^{n}\right)^{2}$.

Therefore for the standard Euclidean metric $\rho^{2}=g_{i j} d x^{i} \otimes d x^{j}$, where $g_{i j}=\delta_{i j}$, and appropriate, $\left(\nabla\left(\rho^{2}\right)=0\right)$ connectedness $\quad \nabla$ : $\bigwedge_{C}^{1 \infty\left(R^{n}\right)} \rightarrow \bigwedge_{C}^{1}{ }_{\left(R^{n}\right)}^{1} \otimes \bigwedge_{C}^{1}{ }^{\infty}\left(R^{n}\right): d x^{i} \mapsto d x^{j} \otimes \tilde{\omega}_{j}^{i}$,
where $\tilde{\omega}_{j}^{i}=0, \Lambda_{C}^{\infty}{ }_{\left(R^{n}\right)}$ - module of 1-forms on $R^{n}$,

$$
\begin{equation*}
\nabla(d V)=2 \rho^{2} \tag{3.2}
\end{equation*}
$$

Function $V$ satisfying (3.2) is called equidistant[44].
The equation (3.2) has an invariant character (function $V$ by internally is joined to Riemannian space with the metric $\rho^{2}$ ). By virtue of said, nondegenerate potential function $V(x)$ is uniquely determined as equidistant function of some plane Riemannian space.

From the equation (3.2) follows

$$
\begin{equation*}
d V_{j}=-\tilde{\omega}_{j}^{i} V_{i}+2 g_{j i} d x^{i} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{gathered}
\tilde{\omega}_{j}^{i}=-\Gamma_{j k}^{i} d x^{k}, \Gamma_{j k}^{i}=\frac{1}{2} g^{i t}\left(g_{t j x^{k}}+g_{t k x^{j}}-g_{k j x^{t}}\right), \Gamma_{j k}^{i}=\Gamma_{k j}^{i} \\
d \tilde{\omega}_{k}^{i}+\tilde{\omega}_{k}^{j} \wedge \tilde{\omega}_{j}^{i}=0
\end{gathered}
$$

Let's substitute (3.3) in the differential of the equation (2.4.a) taken in regard (2.4.b); we shall obtain

$$
\begin{equation*}
\left(f_{x^{k}}^{i}+\Gamma_{j k}^{i} f^{j}\right) V_{i}+2 f^{j} g_{j k}+\omega_{x^{k}}=0 \tag{3.4}
\end{equation*}
$$

Let us assume, that the matrix $f_{x^{k}}^{i}$ is not degenerate (in some neighbourhood of the origin of coordinates $R^{n} \times R^{m}$ ); the condition of nondegeneracy of a vector field is invariant concerning replacement of coordinates; therefore in the canonical system of coordinates $\left\{\tilde{x}^{i}\right\}$ (where $\left.\tilde{\Gamma}_{j k}^{i}=0\right) \tilde{f}_{\tilde{x}^{k}}^{i}$ - nonsingular matrix. Coefficients at $V_{i}$ in the equation (3.4) represent the covariant derivative $f_{, k}^{i}$ of vector field $f^{i} \frac{\partial}{\partial x^{2}}$; in canonical coordinates the following equality takes place $\tilde{f}_{, k}^{i}=\tilde{f}_{\tilde{x}^{k}}^{i}$. Therefore matrix of coefficients $f_{, k}^{i}=f_{x^{k}}^{i}+\Gamma_{j k}^{i} f^{j}$ in the equation (3.4) nonsingular (under condition of nonsingularity $f_{x^{k}}^{i}$ ). Let $\bar{f}_{l}^{k}$ - inverse matrix for $f_{, k}^{i}\left(f_{, k}^{i} \bar{f}_{l}^{k}=\delta_{l}^{i}\right)$. Then

$$
\begin{equation*}
V_{l}=-2 g_{j k} f^{j} \bar{f}_{l}^{k}-\omega_{x^{k}} \bar{f}_{l}^{k} \tag{3.4.a}
\end{equation*}
$$

Let's substitute (3.4.a) in $u_{o p t}=u_{o p t}\left(V_{i}, x^{j}\right)$, we shall obtain $\tilde{u}_{\text {opt }}=\tilde{u}_{\text {opt }}\left(g_{i j}, \Gamma_{j k}^{i}, x^{l}\right) \quad$ (it is supposed, that equations (2.4.b) are locally solvable concerning $u$ in vicinity of origin of coordinates ( matrix $\left.\left(f_{u^{k} u^{l}}^{i} V_{i}+\omega_{u^{k} u^{l}}\right)\right|_{0 \in T^{*} R^{n} \times R^{m}}$ is nondegenerate)).

Let's substitute in the differential of the equation (3.4) $d V_{i}$ from (3.3) and obtained from (2.4.b) $d u^{j}=-B^{j k}\left(f_{u^{k} x^{l}}^{i} V_{i}+\omega_{u^{k} x^{l}}\right) d x^{l}-$ $B^{j k} f_{u^{k}}^{i} d V_{i}$, where $B^{j k}$ - matrix is inverse for $B_{k r} \equiv f_{u^{k} u^{r}}^{i} V_{i}+\omega_{u^{k} u^{r}}$ $\left(B^{j k} B_{k r}=\delta_{r}^{j}\right)$, we shall obtain the equations

$$
\left[\left(\left(f_{x^{k} x^{s}}^{i}+\Gamma_{j k x^{s}}^{i} f^{j}+\Gamma_{j k}^{i} f_{x^{s}}^{j}\right)\left(-2 g_{j_{1} k_{1}} f^{j_{1}} \bar{f}_{i}^{k_{1}}-\omega_{x^{k_{1}}} \bar{f}_{i}^{k_{1}}\right)+2 f_{x^{s}}^{j} g_{j k}+\right.\right.
$$

$$
\begin{gather*}
\left.+2 f^{j} g_{j k x^{s}}+\omega_{x^{k} x^{s}}\right)-B^{l k_{1}}\left(\left(f_{x^{k} u^{l}}^{i}+\Gamma_{j k}^{i} f_{u^{l}}^{j}\right)\left(-2 g_{j_{1} k_{2}} f^{j_{1}} \bar{f}_{i}^{k_{2}}-\omega_{x^{k_{1}}} \bar{f}_{i}^{k_{2}}\right)+\right. \\
\left.+2 f_{u^{l}}^{j} g_{j k}+\omega_{x^{k} u^{l}}\right) \times\left(f_{u^{k_{1} x^{s}}}^{i_{1}}\left(-2 g_{B C} f^{B} \bar{f}_{i_{1}}^{C}-\omega_{x^{C}} \bar{f}_{i_{1}}^{C}\right)+\omega_{u^{k_{1} x^{s}}}+\right. \\
\quad+f_{u^{k_{1}}}^{i_{2}}\left(\Gamma_{i_{2} s}^{A}\left(-2 g_{B C} f^{B} \bar{f}_{A}^{C}-\omega_{x C} \bar{f}_{A}^{C}\right)+2 g_{i_{2} s}\right)+ \\
+\left(f_{x^{k}}^{i}+\Gamma_{j k}^{i} f^{j}\right)\left(\Gamma_{i s}^{A}\left(-2 g_{B C} f^{B} \bar{f}_{A}^{C}-\omega_{x^{C}} \bar{f}_{A}^{C}\right)+\right. \\
\left.\left.\quad+2 g_{i s}\right)\right]\left.\right|_{u=\tilde{u}_{o p t}\left(g_{i j}, \Gamma_{l s}^{k}, x^{r}\right)}=0 \tag{3.5}
\end{gather*}
$$

The equations (3.5) together with following

$$
\begin{equation*}
-\Gamma_{k s x^{t}}^{i}+\Gamma_{k t}^{j} \Gamma_{j s}^{i}+\Gamma_{k t x^{s}}^{i}-\Gamma_{k s}^{j} \Gamma_{j t}^{i}=0 \text { (zero curvature) } \tag{3.6}
\end{equation*}
$$

determine (ambiguously) plane Riemannian metric associated with the problem of the optimum stabilization. We can get rid of the equations (3.6) by taking $g_{i j}=\delta_{k l} h_{x^{i}}^{k} h_{x^{j}}^{l}$, where $h^{k}(x)$ - apropriate functions of a transformation of coordinates, but the equations (3.5) look too vast even at a possibility of their unique solution with additional defining conditions on the metric.

To synthesis of quasioptimal control can be useful the metric $g_{i j}=$ $\frac{1}{2} V_{i j}$ (in an exactness appropriate for the linearly-quadratic problem).
to be continued...
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