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Abstract

The article describes a variant of GFA problem connected with shared storage. It shows that this GFA problem may be reduced to a well known problem of scheduling theory (the Bellmann–Johnson problem for two-machine conveyor system). It proposes an effective algorithm to solve a particular case of the problem.

1 Introduction

GFA [1, 2] is a technique that offers a unified framework for describing and proving of properties of context–free grammar. GFA is performed on the grammar (syntax) graph, whose nodes correspond to nonterminals or productions, and whose edges are drawn according to the productions. The propagation functions are defined to assign some information to graph nodes. This information may have a very complex structure. According to the nature of these functions two kinds of flow analysis schemes are distinguished. In the bottom–up scheme, the information is assigned to the nodes bottom–up that is that the information attached to the left–hand side of a production depends on the information attached to the symbols in the right–hand side of production. In the top–down scheme information is propagated from the root top–down and reflects the dependence of the information attached to the symbols in the right–hand side of a production on the information attached to the left–hand side nonterminal but generally also on the information previously attached during the bottom–up propagation.
The specific interest for GFA problem appears as a result of application of attribute grammars technique to the design and implementation of language processors. Attribute grammars offer convenient tools to solve various problems at the compiler construction level. For example, such well-known problems as attribute grammar circularity test and attributes evaluation. In this context new methods were proposed to solve these particular cases which would be effective for more common properties of GFA. Let note some of them:

GP grammar partitioning [3], in which the grammar is decomposed into subgrammars

WS weak stability [4] which allow to skip the processing of nonterminals and productions that generates only terminal strings

SS using the definition of iteration semantic stability [5, 6] determines the evaluated information “ages”, that permit to avoid redundant computations.

The article describes a variant of GFA problem connected with shared storage. It shows that this GFA problem may be reduced to well-known problem of scheduling theory (the Bellmann–Johnson problem for two–machine conveyer system). It proposes an effective algorithm to solve a particular case of this problem.

2 Notations and definitions

Let $G = (V_N, V_T, P, Z)$ be a context-free grammar, where $V_N$ is the set of nonterminals, $V_T$ is the set of terminals, $P$ is the production set and $Z$ is the axiom. Each production will be of the form $p : X_0 \rightarrow X_1 X_2 \ldots X_n$.

The grammar graph is a directed graph $\Gamma_G = (V_N, U_G)$ with the set of nodes $V_N$ and the set of edges $U_G$ defined as follows:

$$U_G = \{(X_i, X_j) \mid \exists p \in P : p : X_i \rightarrow \alpha X_j \beta, X_j \in V_N, \alpha, \beta \in (V_N \cup V_T)^*\}.$$
Let $K = \{G_1, G_2, \ldots, G_t\}$ be the connected components (equivalence classes) of graph $\Gamma_G$ and $\Gamma_0 = (K, U_0)$ be the condensed graph for $\Gamma_G$. Every permutation of $\Gamma_0$ nodes $\pi = (G_{i_1}, G_{i_2}, \ldots, G_{i_t})$, obtained as the result of topological sorting of $\Gamma_0$ is an admissible graph treewalk used to resolve all enumerated above GFA problems.

Let $\Pi$ will be a set of all admissible permutations of $\Gamma_0$ nodes. For example, for the graph described in the Fig.1 the following permutations are admissible:

$$\Pi = \{(G_5, G_4, G_3, G_2, G_1),
(G_5, G_4, G_2, G_3, G_1),
(G_4, G_3, G_5, G_2, G_1),
(G_4, G_5, G_2, G_3, G_1),
(G_4, G_5, G_3, G_2, G_1)\}$$

Fig.1

Moreover the admissible permutation practically does not influence the effectiveness and the final result of algorithms used to solve GFA problems. One could try to reach more effective solutions of GFA problems using a choice of admissible permutation from $\Pi$, in particular more effective storage allocation. Let us show that the variant of this problem may be reduced to a well-known scheduling problem for two-machine conveyor system.

3 The optimal scheduling problem for two-machine conveyor system

Because the readers interested in GFA problems may be not acquainted with the scheduling theory, we will formulate here the classical variant
of problem: to obtain the optimal schedule for processing \( N \) objects by the two-machine conveyor system.

Let \( n_i \) (\( m_i \)) be the processing time for \( i \)-th object by the first (second) machine. It is supposed that:

- all the objects must be processed by the first machine then by the second one or only by one of them (the case \( n_i = 0 \) or \( m_i = 0 \));
- each machine can process simultaneously no more than one object;
- the same object cannot be processed by both machines simultaneously;
- the objects processing order is the same for both machines.

**The problem:** order the processing of the objects by conveyor in such a way that minimize the total time of all objects processing.

The scheme of such conveyor system is presented at Fig.2.
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Let $x_i$ will be the wait time for arrival of the $i$–th object to the second machine. The typical schedule is the following:

<table>
<thead>
<tr>
<th>Machine I</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$n_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine II</td>
<td>$x_1$</td>
<td>$m_1$</td>
<td>$x_2$</td>
<td>$m_2$</td>
<td>$x_3$</td>
</tr>
</tbody>
</table>

Fig.3

It is necessary to minimize $T(\pi) = \sum_{j=1}^{N} (m_i + x_i)$ for all $\pi \in \Pi$. The values $x_i$ may be expressed through $n_i$ and $m_j$ in the following way:

\[
\begin{align*}
x_1 &= n_1 \\
x_2 &= \max(n_1 + n_2 - x_1 - m_1, 0) \\
x_3 &= \max(n_1 + n_2 + n_3 - x_1 - x_2 - m_1 - m_2, 0) \\
& \quad \ldots \\
x_J &= \max(\sum_{i=1}^{J} n_i - \sum_{i=1}^{J-1} x_i - \sum_{i=1}^{J-1} m_i, 0) \\
\end{align*}
\]

Applying the simple rules such as $\max(a, \max(b, c)) = \max(a, b, c)$ and $a + \max(b, c) = \max(a + b, a + c)$, we obtain

\[
\begin{align*}
x_1 &= n_1 \\
x_1 + x_2 &= \max(n_1 + n_2 - m_1, n_1) \\
x_1 + x_2 + x_3 &= \max(n_1 + n_2 + n_3 - m_1 - m_2, n_1 + n_2 - m_1, n_1) \\
& \quad \ldots \\
\sum_{i=1}^{N} x_i &= \max(Y(\pi, 1), Y(\pi, 2), \ldots, Y(\pi, N)) ,
\end{align*}
\]

where $Y(\pi, 1) = n_1, Y(\pi, J) = \sum_{i=1}^{J} n_i - \sum_{i=1}^{J-1} m_i, J = 2, 3, \ldots, N$.

Because in the equality $T(\pi) = \sum_{i=1}^{N} x_i + \sum_{i=1}^{N} m_i$. $\sum_{i=1}^{N} m_i$ is constant, it is necessary to minimize $\sum_{i=1}^{N} x_i$, i.e. it is necessary to find
\[
\min_{\pi \in \Pi} \max_{1 \leq j \leq N} Y(\pi, j).
\]

The simple algorithm is known, proposed by S.M. Johnson, to resolve this problem. Some complexities may appear when any restrictions are formulated to the set of admissible objects permutation \( \Pi \). For example, the objects may be interconnected by an acyclic directed graph. In this case every topological sort of graph nodes will be an admissible permutation.

4 The optimal storage allocation

Let \( \Gamma_0 = (K, U_0) \) be the condensed graph for the grammar graph \( \Gamma_G \), \( K = \{G_1, G_2, \ldots, G_i\} \). Applying the method, looking the same like shown in [3] to each node \( G_i \) one can evaluate \( n_i \), the volume of storage necessary to test the circularity of subgrammar \( G_i \), and \( m_i \), the volume of storage which becomes free after \( G_i \) testing.

**Algorithm** \( A_0 \) (topological ordering of the \( \Gamma_0 \) nodes)

\[
i := 1;
\]

**repeat**

- give the rank \( i \) to all terminal nodes \( G_j \) of \( U_0 \) (no edge exists from it), \( \alpha(G_j) := i \);
- discard them from \( \Gamma_0 \), along with the edges that enter it;
- \( i := i + 1 \);

**until** \( \Gamma_0 = \emptyset \)

**Algorithm** \( A_1 \) (topological ordering of grammar nonterminals)

**init** : **foreach** \( G_i \in U_0 \) do

**foreach** \( X_j \in G_i \) do

\( \beta(X_j) := \alpha(G_i) \)

**endfor**

**endfor**;

**ordering** : **foreach** \( (X_i, X_j) \in \Gamma_0 \& X_i \in G_1 \& X_j \in G_2 \& G_1 \neq G_2 \) do
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\[ \beta(X_j) = \max(\beta(X_j), \alpha(G_i)) \]

endfor.

Therefore, the priority \( \beta(X_j) = k \) shows that after subgrammar \( G_i \) \((\alpha(G_i) = k)\) circularity testing all the storage, occupied by relations of dependency for nonterminal \( X_j \) may be made free. This information permits for all node subgrammars \( G_i \) of graph \( \Gamma_0 \) to calculate (maybe approximatively) characteristics \( n_i \), the volume of storage necessary to keep the dependencies during circularity test for subgrammars \( G_i \) and \( m_i \), the storage made free immediately after \( G_i \) testing.

Let \( \pi = (G_1, G_2, \ldots, G_l) \) be an arbitrary admissible permutation of \( \Gamma_0 \) nodes. For subgrammar \( G_1 \) testing it is necessary to allocate the storage which volume is equal to \( n_i \). To test \( G_2 \) it is necessary to allocate the storage of volume equal to \( n_1 - m_1 + n_2 \). If we denote by \( Y(\pi, G_j) \) the volume of storage necessary for circularity test of \( G_j \) then we obtain:

\[ Y(\pi, G_1) = n_1 \]

\[ Y(\pi, G_2) = n_1 - m_1 + n_2 \]

\[ \ldots \]

\[ Y(\pi, G_j) = \sum_{i=1}^{j} n_i - \sum_{i=1}^{j-1} m_i \]

The total volume of storage necessary for the test of all nodes of graph \( \Gamma_0 \) is equal to \( F(\pi) = \max_{1 \leq j \leq l} Y(\pi, G_j) \).

Changing the permutation \( \pi \) the problem of optimal storage allocation is reduced to find the \( \min_{\pi \in \Pi} F(\pi) \), i.e. to the problem to find optimal schedule for two-machine conveyor system. To solve this problem one can use any known at present algorithm of scheduling theory. If on the values of \( n_i \) and \( m_i \) to put restrictions \( n_i \geq m_i \) then a simple and effective algorithm to solve this problem may be presented. The variant of such a problem will be described in the next chapter.
5 An algorithm to solve the optimal storage allocation problem

Let $\Gamma_0 = (K, U_0)$, be the directed acyclic graph with $K = \{G_1, G_2, \ldots, G_l\}$, $n_i \geq m_i, 1 \leq i \leq l$. We denote $A(G_i)$ the set of $\Gamma_0$ nodes reachable from node $G_i$, i.e. $A(G_i) = \{G_j \mid (G_i, G_j) \in U_0\}$ and $\Gamma_A(G_i) = (A(G_i), U_0(G_i))$ - the subgraph of $\Gamma_0$, generated by the set $A(G_i)$.

Algorithm $A_2$ (construction of optimal permutation $\pi^*$)

$i := 1.$

repeat

• Select the arbitrary node $G_i^0$ of graph $\Gamma_0$ for which $m_i = \max_{G_j \in U_0} m_j.$ This node we denote as the leader.

• Construct the graph $\Gamma_A(G_i^0) = (A(G_i^0), U_0(G_i^0))$, generated by the set of nodes $A(G_i)$. Let $\pi_i = (G_i^1, G_i^2, \ldots, G_i^{k_i}, G_i^0)$ be an arbitrary admissible permutation of $\Gamma_A(G_i^0)$ nodes.

• Discard from the graph $\Gamma_0$ the subgraph $\Gamma_A(G_i^0)$ and all the edges $(G_i, G_2)$ entering the nodes of subgraph $\Gamma_A(G_i^0)$, i.e. $G_2 \in A(G_i^0), G_1 \notin A(G_i^0)$. Let us denote the graph obtained as the result of this transformation as $\Gamma_{i}^1$.

• $\Gamma_0 := \Gamma_{i}^1, i := i + 1.$

until $\Gamma_0 = \emptyset$.

Because at every step of algorithm we discard at least one node
of graph $\Gamma_0$, at the finite number of steps $r$, $1 \leq r \leq l$, the algorithm finishes. Let $\pi^* = (\pi_1, \pi_2, \ldots, \pi_r) = (G^1_1, G^2_1, \ldots, G^k_1, G^0_1, G^2_2, G^3_2, \ldots, G^k_2, G^0_2, \ldots, G^1_i, G^2_i, \ldots, G^k_i, G^0_i)$.

**Lemma 1.** $\pi \in \Pi$.

The demonstration is concluded directly from the definition of $A(G_i)$ and the construction of $\pi^*$.

Let $\pi_i = (G^1_i, G^2_i, \ldots, G^k_i, G^0_i), 1 \leq i \leq r$. The following lemma holds:

**Lemma 2.** $\max(Y(\pi^*, G^1_i), Y(\pi^*, G^2_i), \ldots, Y(\pi^*, G^k_i), Y(\pi^*, G^0_i)) = Y(\pi^*, G^0_i)$.

**Proof.** For arbitrary $j, 1 \leq j \leq n_i$, let us denote:

$$d(G^j_i) = n(G^j_i) - m(G^j_i), D_i = \sum_{s=0}^{k_i} d(G^s_i).$$

$$Y(\pi^*, G^j_i) = \sum_{s=1}^{i-1} D_s + \sum_{s=1}^{j-1} d(G^s_i) + n(G^j_i),$$

$$Y(\pi^*, G^0_i) = \sum_{s=1}^{i-1} D_s + \sum_{s=1}^{j-1} d(G^s_i) + n(G^j_i) - m(G^j_i) + \sum_{s=j+1}^{k_i} d(G^s_i) + n(G^0_i).$$

Therefore $Y(\pi^*, G^0_i) - Y(\pi^*, G^j_i) = \sum_{s=j+1}^{k_i} d(G^s_i) + n(G^0_i) - m(G^j_i)$. Because $\sum_{s=j+1}^{k_i} d(G^s_i) \geq 0, m(G^j_i) \geq m(G^j_i), n(G^0_i) \geq m(G^0_i)$ then

$Y(\pi^*, G^0_i) \geq Y(\pi^*, G^j_i)$.

The Lemma 2 shows that the maximal value of all $Y(\pi^*, G^j_i)$ must be found among values $Y(\pi^*, G^0_i)$, i.e. $F(\pi^*) = \max_{1 \leq i \leq r} Y(\pi^*, G^0_i)$, and that the values of all $Y(\pi^*, G^0_i)$ does not depend on the order of nodes $G^1_i, G^2_i, \ldots, G^k_i$ in the permutation $\pi_i$.

If at some step $i$ for the nodes $G_p$ and $G_q$ we have $m_p = m_q$ and this is the maximal value among the all graph nodes then in the correspondence with the algorithm $A_2$ the following choices of leader node are possible:
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1) \( G_i^0 = G_p \), and at the next \((i + 1)\)-th step \( G_{i+1}^0 = G_q \) is selected, 
\[ G_q \not\in A(G_p); \]

2) \( G_i^0 = G_q \), and at the next \((i + 1)\)-th step \( G_{i+1}^0 = G_p \) is selected, 
\[ G_p \not\in A(G_q); \]

3) \( G_i^0 = G_p, G_q \in A(G_p); \)

4) \( G_i^0 = G_p, G_q \in A(G_q); \)

For these cases we obtain the following permutations:

1) \( \pi^i = (G_1^1, G_2^2, \ldots, G_i^{k_i}, G_i^0), \)
\[ \pi_{i+1} = (G_{i+1}^{k_i+1}, G_{i+1}^{k_i+1}, \ldots, G_{i+1}^{k_i+1}, G_{i+1}^0), \]
\[ G_i^0 = G_p, G_i^{k_i+1} = G_q. \] Let us denote the final permutation by \( \pi_1^u \).

2) \( \pi^i = (G_1^1, G_2^2, \ldots, G_i^{k_i}, G_i^0), \)
\[ \pi_{i+1} = (G_{i+1}^{k_i+1}, G_{i+1}^{k_i+1}, \ldots, G_{i+1}^{k_i+1}, G_{i+1}^0), \]
\[ G_i^0 = G_q, G_i^{k_i+1} = G_p. \] Let us denote the final permutation by \( \pi_2^u \).

3) \( \pi^i = (G_1^1, G_2^2, \ldots, G_i^s, G_i^0), \)
\[ G_i^0 = G_p, G_i^s = G_q. \] Let us denote the final permutation by \( \pi_3^u \).

4) \( \pi^i = (G_1^1, G_2^2, \ldots, G_i^s, G_i^0), \)
\[ G_i^0 = G_q, G_i^s = G_p. \] Let us denote the final permutation by \( \pi_4^u \).

**Lemma 3.** \( Y(\pi_1^u, G_{i+1}^0) = Y(\pi_2^u, G_{i+1}^0) = Y(\pi_3^u, G_i^0) = Y(\pi_4^u, G_i^0). \)

**Proof.** First let us show that \( Y(\pi_1^u, G_{i+1}^0) \geq Y(\pi_2^u, G_i^0) \).
\[ Y(\pi_1^u, G_{i+1}^0) = Y(\pi_2^u, G_i^0) = \sum_{k=0}^{k_i} d(G_i^{k+1}) + n(G_q) - m(G_p) \geq 0 \] because \( n(G_q) - m(G_p) = n(G_q) - m(G_p) \geq 0 \). Analogously \( Y(\pi_2^u, G_{i+1}^0) \geq Y(\pi_3^u, G_i^0) \). Taking into account that \( A(G_p) \cup A(G_q) \) is the same set for all the cases 1)–4), let us show that \( Y(\pi_1^u, G_{i+1}^0) = Y(\pi_2^u, G_{i+1}^0) \).
\[ Y(\pi_1^u, G_{i+1}^0) = Y(\pi_2^u, G_{i+1}^0) = n(G_p) - m(G_p) + n(G_q) - n(G_q) + m(G_q) - \]
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\[ n(G_p) = 0. \] In the same manner \( Y(\pi_i^+, G_{i+1}^0) - Y(\pi_j^+, G_i^0) = n(G_p) - m(G_p) + n(G_q) - n(G_q) + m(G_q) - n(G_p) = 0. \)

The rest of equalities is proved in the same way.

It is easy to generalize the Lemma 3 for several nodes with the same characteristics \( m_i \). The Lemma 3 shows that the value of \( Y(\pi^*, G_i^0) \) for the last of such nodes in \( \pi^* \) does not depend on the order of choice of leader nodes and is the maximal among the values \( Y \) for all preceding leader nodes.

**Theorem.** \( F(\pi^*) = \min_{\pi \in \Pi} F(\pi) \).

**Proof.** In correspondence with the Lemmata 2 and 3 it is necessary to search the maximal value of \( Y \) in leader nodes \( G_1^0, G_2^0, \ldots, G_r^0 \) of permutation \( \pi^* \). Let \( \pi \) will be the arbitrary permutation from \( \Pi, \pi = (G_{i_1}, G_{i_2}, \ldots, G_{i_k}), \pi \neq \pi^* \). To prove the Theorem it is sufficient to show that for every leader node \( G_j^0 \) of permutation \( \pi^* \), in \( \pi \) there exist the node \( G_{i_k} \), such that \( Y(\pi, G_{i_k}) \geq Y(\pi^*, G_j^0) \).

Let us take now the minimal segment of \((G_{i_1}, G_{i_2}, \ldots, G_{i_k})\) of permutation \( \pi \), which includes all the leader nodes \((G_{i_1}, G_{i_2}, \ldots, G_{i_k})\) of permutation \( \pi^* \). This segment must be finished with one of the leader nodes \( G_{i_k} \). Let us denote this node by \( G_{i_k} = G_{i_k}^0, 1 \leq t \leq j \). This results from the definition of \( \Pi, A(G_{i_k}^0) \) and from the construction of \( \pi^* \). If \( G_t^0 = G_j^0 \) then obviously \( Y(\pi, G_{i_k}) \geq Y(\pi^*, G_j^0) \), because the segment \((G_{i_1}, G_{i_2}, \ldots, G_{i_k})\) besides all elements of permutations \( \pi_1, \pi_2, \ldots, \pi_j \), may contain another elements.

If \( G_t^0 \neq G_j^0 \) then let us take the difference \( Y(\pi, G_{i_k}) - Y(\pi^*, G_j^0) = n(G_{i_k}^0) - m(G_{i_k}^0) + n(G_j^0) - m(G_j^0) + d_x \geq 0 \), because \( n(G_{i_k}^0) \geq m(G_{i_k}^0) \geq m(G_j^0) \). By \( d_x \) we denoted the summa of differences \( d(G_{i_k}) \) of \((G_{i_1}, G_{i_2}, \ldots, G_{i_k})\) segment elements not belonging to the segment \( \pi_1, \pi_2, \ldots, \pi_j \), \( d_x \geq 0 \). The Theorem is proved.

Obtained permutation \( \pi^* \) may be used in the implementations of algorithms GP, WS, SS for the effective storage allocation.
6 Conclusions

The main steps in construction of the permutation $\pi^*$ are:
- sorting the graph $\Gamma_0$ nodes in descendent order of values $m_i$;
- extraction of the subgraphs $\Gamma(A_i)$;
- construction of the permutations $\pi_i$.

Therefore, the general complexity of algorithm is $O(\log_2 {l+q})$ where
$l$, $q$ are the numbers of nodes and edges of graph $\Gamma_0$.

The proposed algorithm may be used also to solve the variant of
scheduling problem for two–machine conveyer system on the oriented
acyclic graph. The problem formulated bellow may be also solved by
this algorithm.

Let us assume that the complex of interactive problems( events) is
solved and there is an acyclic directed graph $D = (N,U)$, expressing
the relations between the problems (events). For the $i$-th problem it
is known the total number of resources $n_i$, necessary for the problem
execution and total number of resources $m_i$, made free after its execu-
tion. Among the all admissible schedules we need to find that one,
which minimizes the total number of resources, necessary to resolve the
whole complex.
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