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A poor man’s realization of
Demoucron-Malgrange-Pertuiset algorithm

Counstantin Ciubotaru

Abstract

An implementation of the Demoucron-Malgrange-Pertuiset
(DMP) algorithm is proposed, based on specifying the notion
of a segment (fragment, bridge) and developing an algorithm for
calculating and updating the segments after each iteration using
a depth-first search strategy (DF'S). The algorithm also works
for nonplanar undirected graphs by finally constructing a pla-
nar subgraph and displaying the list of segments that cannot be
embedded, so as they generate edge intersections when drawing.

Keywords: biconnected graph, DM P algorithm, segment,
face, segments/graphs embedding, segments/faces update.

1 Introduction

Drawing hierarchical structures (graphs, trees, schemes) is one of the
most attractive ways to present information. Thanks to the geometric
structures used in drawing, the range of applications of this subject is
very wide: mathematics, computer science, social networks, databases,
bioinformatics, linguistics, artificial intelligence, etc.

One and the same graph can be drawn in several ways. Some
may be simpler, more comprehensible, having an attractive aesthetic
appearance, others — more difficult to perceive, with an unsatisfying
structure. All drawings from Figure 1.1 represent the same graph. Fig.
1.1(a) represents a variant drawn manually, the other variants being
drawn semi-automatically: Fig. 1.1(b) represents a variant with ran-
dom placement of vertices that we will call “spaghetti”, Fig. 1.1(c) —a
planar variant obtained automatically by the method of circular orbits,
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and the Fig. 1.1(d) — a variant based on the faces structure obtained
by application of the DM P algorithm.

Figure 1.1. Four figures

Research in this area has led to the development of some practical

methods of graphic representation that, in parallel, also tests graph
planarity. Having multiple representations of the same graph, it is
quite easy to choose the most suitable option, especially when having
a lot of available appreciation criteria, usually of an aesthetic nature.
For example, the graph must:

be integrated into a determined, limited space,

contain as few edge intersections as possible,

avoid sharp bends,

respect the proportions regarding the length of the edges and values
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of the angles of incidence,
- favor the elements of symmetry, of concentration of vertices,
- use appropriate shapes for vertices,
- respect the orientation of the information flow (top to bottom or left

to right), and others.

It is quite difficult to transmit these criteria to the computer. Here
comes not only the problem of formalizing the criteria, but also the fact
that some of them may be contradictory. In these cases, the compromise
situations inevitably arise. Most planarity checking algorithms [1] are
based on the application of two methods. The first method refers to
the Kuratowski theorem (or the Wagner theorem).

Theorem 1.1. (Kuratowski, [2])
A finite graph is planar if and only if it does not contain a sub-

graph that is homeomorphic to K5 (Fig. 1.2(a)) or K33 (Fig.
1.2(b)).

Theorem 1.2. (Wagner, [3])

A finite graph is planar if and only if its minors include neither
K5 nor K373.

(b) (c)

Figure 1.2. Kuratowski graphs and Jordan curve

The second method is based on the fundamental property of the
closed Jordan curve, which states that no point inside the curve can be
connected to any other point outside it without intersecting the curve
(Fig. 1.2(c)).

The aim of this paper is not so much to test planarity, but to apply
one of the methods of planarity testing to the automatic drawing of
planar graphs, a second problem being no less complicated than testing
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planarity. Selecting that method will contribute to the achievement of
the above-mentioned desires.

Thus, the Demoucron-Malgrange-Pertuiset algorithm (DM P) [4]-
[8], based on the Jordan curve property, was selected, essentially modi-
fied, and implemented. This algorithm, in parallel to the planarity test,
also constructs a partition of the graph (a set of faces) which is used
for automatic graph drawing. In the work [9], this algorithm was called
“the v algorithm®.

In the paper, figures obtained automatically by the circular orbit
method based on the final results of the DM P algorithm are inserted.
The implementation of the DM P algorithm requires specifying the no-
tions (structures) used in the description of the algorithm, such as seg-
ment (fragment, bridge, component), face, a-chain, but also the choice
of methods for constructing these structures. Most descriptions of this
algorithm bypass the practical aspects related to the construction of
these structures and the actual drawing. It is considered to expose
the drawing scheme, assign coordinates to vertices, establish the shape
of edges, calculate the values of incidence angles, and others. More-
over, some publications insert proofs for the correctness of the DM P
algorithm that contain errors [10].

2 Preliminary notions

Traditionally, we will denote an undirected graph by G = (V, E), where
V' is the set of vertices, E — the set of edges, and adj(v) — a list of
vertices that are adjacent to v.

A sequence of vertices, in which every two consecutive vertices are

adjacent, is called path: (vivavs...vy,) or ((viv2) (vavs)...
(Un—1vy,)) with the property (vi,vi+1) € E for 1 <i < n. The length
of a path is the number of edges on a path. We will denote the empty
path by nil or (). The path is called elementary (simple) if all included
vertices (edges) are distinct.

A path, in which the first vertex coincides with the last, is called
cycle. The cycle is elementary if it consists only of distinct vertices,
excluding the first and last. The minimum length of a cycle is 3 (for
undirected graphs).
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The graph G is called connected if there is a path between every pair
of vertices. A vertex is called a point of articulation (critical vertex) if
the subgraph, obtained by removing this vertex and its incident edges,
is no longer connected.

The undirected graph G is called a biconnected graph if it has no
articulation points. A biconnected component of a graph is a maximal
biconnected subgraph with this property. Any connected graph can be
decomposed into a set of bicomponents (also called blocks) that can be
joined into a tree through the critical vertices.

A graph is planar if it can be drawn (embedded) in the plane, so
that each vertex is represented by a distinct point, and each edge (u v)
— by a Jordan curve, without self-intersections with the extremities u
and v. All these curves do not mutually intersect except for the vertices
incident to these curves. By G; = (V;, E;) we denote any subgraph of
the graph G = (V, E). A planar graph divides the plane into regions
(bounded by edges), called faces. We denote the set of faces by .Z.

3 Demoucron-Malgrange-Pertuiset algorithm

Any subgraph G; of a planar graph G can be obtained from the
drawn image of the graph G by removing some number of edges and
vertices. Thus, any subgraph of a planar graph is also planar. If G; is a
subgraph of the graph G, then the vertices of the subgraph G; are called
contact vertices. The reverse action is also possible: building a new
planar subgraph by adding to G some number of edges and vertices
from G \ G;. This is the idea of the DM P algorithm. When describing
the algorithm, the notions of fragment and a—path play an important
role. The definition of the fragment notion used in the papers [4],[5],[9]
is inserted below.

Definition 3.1. (Fragment)
If G; is a subgraph of the graph G, then the fragment of G
with respect to Gj is:

e an edge that does not belong to (G; but has the extremities in

G; or
e a connected component of G\ G; along with all edges and

vertices connecting it to G;.
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Definition 3.2. a-path
The «a-path is defined as any simple path [ which belongs to a
fragment of G' with respect to G; and has contact vertices as
extremities.

Below is inserted the pseudocode of DMP algorithm [4]-[7],[9](Algo-
rithm 3.1).
,—[ Algorithm 3.1. Pseudocode of DMP algorithm ]ﬁ

1. Let G = (V, E) be a biconnected undirected graph.

2. An arbitrary simple cycle of the graph G is selected and embedded
(drawn) obtaining a planar graph (subgraph of the graph G) denoted
by Gc:(VC7 Ec)'

. if G.=G then return “The graph is planar”.

. The set of all fragments . of G with respect to G, is built.

. if /=0 then return “The graph is planar”.

. For all fragments s of .# build the set of all admissible faces for s,

7. if 3 s with #(s)=2 then return “The graph is nonplanar”.

8. if 3s with |7 (s)|=1, F(s)={f}, thenlet | be an arbitrary a-path of
the fragment s else let s be an arbitrary fragment for which | (s)|>1,
f an arbitrary face from % (s), and [ — an arbitrary a—path of the frag-
ment s.

. lis embedded in f and .# is modified. G, := G, U l.

10. goto 4.

S ULk W

<]

Observations and proposals regarding
implementation of the algorithm

1. From the description of the DM P algorithm, the importance of
checking the graph for connectedness and biconnectivity is observed.
If the graph is connected, then the critical points can be highlighted,
and the set of bicomponents can be constructed, which can be joined
in a tree through the critical points. The biconnected graph will con-
tain only one bicomponent, the graph itself. It is also known that
a graph is planar if and only if all its bicomponents are planar [11].
Thus, without imposing serious restrictions, we will consider the
problem of checking planarity and graph drawing only for bicon-
nected graphs.

2. For the implementation of the algorithm, additional explanations
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of notions “fragment (segment)”, “H-fragment”, and “bridge” are
needed.

3. It is necessary to mention (or add) the methods that select the initial
cycle and build the sets .7, %, .7 (s).

4. Most publications ignore the importance of practical aspects that
accomplish the stages of the algorithm, especially the aspects con-
cerning graph drawing: the drawing scheme, assignment of coordi-
nates for vertices, choice of edge shapes, incidence angle values, and
others.

5. It is easy to see that at any iteration of the algorithm, only one a—
path is drawn, the fragments being used only to prove the correctness
of the algorithm. As an a—path is at the same time a fragment
(segment), we can operate on the implementation of the algorithm
only with a—path.

As follows, we present an implementation of the DM P algorithm
specifying the notions used and applying the simplest, most comprehen-
sible methods in order to achieve the decisive phases, possibly decreas-
ing the efficiency, bypassing the methods considered more effective, but
sometimes difficult to understand and implement.

4 Segments building

Let us first specify the notion of segment which will be used frequently
along the way.

Definition 4.1. Segment
The notion segment of G = (V, E) with respect to the sub-
graph G, = (V,, E.) is defined as:
o the edge e = (u,v), e ¢ E., u,v € V. (segmeni—edge), or
e the simple path (ejea...e,) = ((wgv1) ..., (Un—1Un—1)(Unvn)),
e1,6e2,...,en & Ec, ur,v, € Ve, (u1,v, are contact vertices),
{v1,u2,v9, ..., Un—1,Vn—1,un }N V. = & (segment—path).

The following notations will be used:
— NonContactEdges — the set of edges in F not involved in E.,
NonContactEdges = E \ E;
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— SegEdges —the set of segments—edges from NonContactEdges,
SegEdges ={(uv)|(uv) € NonContactEdges, (v € Vo)A (u € Vo)};
— SegPaths — the set of segments—path;
— % — the set of all possible segments, .=SegFEdges U SegPaths;
— InitSegPath — the set of edges (uv) from NonContactEdges with
u € V. or v € V, (start/end of segment), used in building the set
SegPaths, InitSeqgPath={(u v)|(u v) € NonContactEdges,
(veVe) V(ueVe) }

It should be noted that throughout the exposure and during per-
forming the operations, it will be taken into account that (u v) =
(v u), the edge (u wv), if necessary, can also be interpreted as a
chain ((u v)), also “palindrome” chains will be considered equal:
((vo v1)(v1 va)(va w3)(v3 va)) = ((va v3)(v3 v2)(v2 v1)(v1 vo)).

The segments building algorithm Segment building includes the
following stages:

i. Building sets: NonContactEdges, SeqEdges, InitSegPath;

ii. Calling the add—edge function that builds the set of segments path,
SeqPaths;

iii. Building the set of all segments, ..

The pseudocode of the algorithm is inserted below, Algorithm 4.1.
Choosing the cycle of maximum length contributes to shrinking the
number of iterations, which also depends on the number of edges in-
cluded in E.. After the last iteration E, = E, thus, it is important to
include at each iteration as many edges as possible in the updated E..

The recursive function add—edge represents a DFS achievement [12]
over the set NonContactFEdges, and builds segments—chains by choosing
matching edges. The function uses the global variable V. and is called
with two parameters: Path and Remainder. The function pseudocode
is inserted in Algorithm 4.2.

When describing the function, the notation Remainder(Path) will
be used that means the rest of the edges from NonContactEdges after
removing all edges of the path Path, Remainder (nil) = NonContact-
Edges;
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w

,—[ Algorithm 4.1. Segment building

|
J

Segments building algorithm

. SegEdges:=3; SegPaths:=2; InitSeqPaths:=0;
NonContactEdges:=E \ E.;
. for all e=(u v) € NonContactEdges do
if u €V, then if v €V, then SegEdges:=SegEdgesU {(u v)};
else InitSegPath:=InitSegPathU (v u);
else if veV, then InitSegPath := InitSegPathU (u v);
. end for alle
. NonContactEdges := NonContactEdges\SegEdges;
. for all e=(uv) € InitSegPath do
call add-edge((u v), NonContactEdges\{(u v), (v u)});
. end for alle
/* the set of segments—paths SegPaths is build */
. S:=SegEdgesU SegPaths;

. end

,—[ Algorithm 4.2. Function “add—edge” ]

add—edge(Path,Remainder)

/* Path = (v v1)(v1 v2) ... (vp—1 ) */

PP

S

. for all r = (w z) € Remainder do
rv:= (z w); p1 :=r || path; p2 := v || path;
if (v=z) A (p1 — is a simple path) then
if we V. then SeqPath:=SeqPath U{p1 };
else call add—edge (r||Path,Remainder\{r});
else
if (v=w) A (p2 — is a simple path) then
if z€V. then SegPath:=SegPath U{ps };
else call add—edge (rv||Path,Remainder\ {rv});
end for all r;
return SeqPath;
end
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Theorem 4.1. (Segment buiding)

Algorithm 4.1 correctly builds the set of all segments of
the graph G = (V, E) with respect to the subgraph G, =
(Ve Ec).

Proof.

1) At step 5, traversing all edges from NonContactEdges, all segments—
edges (the set of SegFdges) and the set of all end-edges of segments—path
(InitSegPath) are built.

2) Segment—paths are built by calling the add—edge function. By con-
struction, all final paths will be segment—paths. By performing a DFS
traversal over the set NonContactEdges, the function will exhaustively
examine all edges in NonContactFdges by matching them to chain ex-
tensions. Each edge from NonContactEdges will be included in at least
one segment—path. Otherwise, the graph G would not be biconnected.
|

Example 4.1. Graph G=(V,E) from Fig. 1.1

Vv ={(,1,2,3,4,5,6,7,8,9, 10, 11, 12, 13, 14},

E = {(13 14),(11 12),(10 13),(10 12),(9 13),(8 12),(7 8),(6 13),(6 12),
(5 14),(5 8),(4 13),(4 9),(4 7),(3 14),(3 5),(2 13),(2 12),(2 6),
(1 11),(1 10),(1 5),(0 14),(0 5),(0 3)}

A fundamental cycle of maximum length is chosen, which will constitut

the contact nodes, for example:

Ve=1(51101226134785),

E. — {(5 1),(1 10),(10 12),(12 2),(2 6),(6 13),(13 4),(4 7),(7 8) (8 5)}.

NonContactFEdges — {(0 3),(0 5),(0 14),(1 11),(2 13),(3 5),(3 14),(4 9),
(5 14),(6 12),(8 12),(9 13),(10 13),(11 12),(13 14)})

Segments—edges:

SegEdges = {(10 13),(8 12),(6 12),(2 13)}

Non-contact edges after removing segments—edges::

NonContactEdges={(13 14),(11 12),(9 13),(5 14),(4 9),(3 14),(3 5),
(1 11),(0 14),(0 5),(0 3)}

InitSegPath = {(14 13),(11 12),(9 13),(14 5),(9 4),(3 5),(11 1),(0 5)}

The segments-paths builded:

SegPath — {((13 14)(14 5)),((13 9)(9 4)),((13 14)(14 0)(0 3)(3 5)),
((13 14)(14 3)(3 5)),((12 11)(11 1)),((13 14)(14 3)(3 0)(0 5)),
((13 14)(14 0)(0 5))}

Segments—paths represented by nodes:

SegPath = {(13 14 5),(13 9 4),(13 14 0 3 5),(13 14 3 5),(12 11 1),
(13 14 3 0 5),(13 14 0 5)}
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Active
Path Edges NewPath Property
(0 14) ((0 14)(14 13)) | active path
((14 13))| (514) ((514)(14 13)) | ovpath
(3 14) ((3 14)(14 13)) | active path
(0 14) ((0 14)(14 5)) | active path
((14 5)) | (13 14)) ((13 14)(14 5)) | palindrome
(3 14) ((3 14)(14 5)) | active path
((913))| (49 ((49)(913)) | apath
((94)] (913) ((139)(9 4)) | palindrome
(03) ((0 3)(3 5)) | active path
(GO (314 (14 3)(3 3)) | active path
((1112))| (1 11) ((111)(11 12)) | a—path
((111))] (12 11) ((12 11)(11 1)) | palindrome
(03) ((30)(0 5)) | active path
(O (014 (11 0)(0 3)) | active path
] (03) ((30)(0 14)(14 13)) | active path
(O1)ALI)| - 5 (5 0)(0 14)(14 13, | apath.
(03) ((0 3)(3 14)(14 13)) | active path
(3 14)(14 13)) (35) ((5 3)(3 14)(14 13)) afpaﬂf)
(0 14)(14 5))| (03) ((3 0)(0 14)(14 5)) | deadlock
(814)(145)| (03) ((03)(3 14)(14 5)) | deadlock
((03)(35))|((014)) ((14 0)(0 3)(3 5)) | active path
(0 14) ((0 14)(14 3)(3 5) | deadlock
(3B 5D (1314 (13 14)(14 3)(3 5)) | palindrome
((30)(05))] (314) ((14 3)(3 0)(0 5)) | active path
(3 14) ((3 14)(14 0)(0 5)) | deadlock
((140)0O5D| 1514 (15 14)(14 0)(0 3)) | palindrome
((30)(014)(14 13))| (35) | ((53)(30)(014)(14 13)) | avpath
((03)(3 14)(14 13))| ((05) | ((5 0)(0 3)(3 14)(14 13)) | a path
((14 0)(0 3)(35))| (13 14) | (13 14)(14 0)(0 3)(3 5)) | palindrome
((14 3)(30)(0 5))| (13 14) | (13 14)(14 3)(3 0)(0 5)) | palindrome

. = SegEdgesU SegmentsPaths = {(10 13), (8 12), (6 12), (2 13), (5 14 13), (4 9 13),
(11112), (5014 13), (53 14 13), (53 0 14 13), (5 0 3 14 13)}

Figure 4.1. Final add—-edge results for Example 4.1
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Path represents a simple path ((vg v1)(v1 v2) ... (vp—1 vy)) with the
properties:
(1) {(vo v1), (v1 v2), ..., (Vn—1 vn)} CNonContactEdges,
(2) vy, € VL,
(3) {(vo v1),(v1 v2),...,(vn—1 vn)}U Remainder=NonContactEdges.
Initial n = 1, Path=((vo v1)), Remainder =
NonContactEdges\{(vo v1)}.

The execution of the algorithm for the graph drawn in Fig. 1.1 is
presented in Fig. 4.1. Final results of the add—edge calls are shown
in Fig. 4.1. The edges that can cause the extension of the Path have
been noted by Active edges.

5 Segments embedding

Segments embedding (the pseudocode of the “Segments embedding’
algorithm is inserted in Algorithm 5.1) is an iterative process, which
at each iteration embeds (draws) one segment. At the same time, the
planarity of the graph is checked and the sets %, .7, V., and E. are
modified. Since each iteration builds a new face, a counter iter will be
used to keep track of the faces and iterations. Thus, each new face will
be included in the set % with the order number iter. The process lasts
as long as the set . is not empty. Finally, if the graph is planar, it will
be drawn completely; otherwise, a planar subgraph will be drawn, and
the set of non—embeddable segments (which generate edge intersections)
will be printed.

Initially, the process starts with the subgraph G. = (V,, E.), two
faces — internal face f; = V., external face fy = V,, iter=1, and the set
of segments ., built by Algorithm 4.1. It should be mentioned that fj
will denote the external face throughout the execution of the algorithm.
The algorithm Segments embedding calls the algorithm Segments

updating and updates the set of segments .&.
For all segments s € ., we denote by:

F (s) — the set of valid faces for s,
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_[ Algorithm 5.1. Segments embedding J—

0. Input values: Ge=(V, E¢), Z={fo, f1}, fo=Ve, f1=Vc, /=SEG.
1. do while S # @
2. for allse . do F(s) :={f| f € Z, f is valid for s};end for all;
3. F={s||F(s)] = 1} S={s | |F(s 1> 2% Ap={s] |2 (9)]=0);
4. zf(yl )N (A =0) A N # @ then
return (‘The graph is not planar” , # , Ap);
5. if (/1=0) thens={s||s| = n}gx|s\} else s = {s| Is| = n;xx|s|};
/* The longest admissible segment is chosen */ '
S=5"\{s};
6. if (/1 # 2)then F(s) = {fi} else s € S, |F(s)|>2, f; € F(s);
1. nfi=nf+l;
8. if fi = fo then (fout, fin):=split—face—out(fo,s); fo:=fout;
fapi=fing F = F U{fny};else
(finl, fin2):= call split-face—in(f;,s); fi:=finl;
fnf::fin2§ Fi=F U{fnf}§
9. seg-update(s, .7);
10. end do while
11. return “The graph is planar.”, &)

1 — the set of all segments that have only one valid face,

75 — the set of all segments that have 2 or more valid faces,

A, — the set of all segments, for which there are no valid faces (segments
that violate planarity).

The actual embedding is done by functions split—face—in(f;,s)
and split—face—out( fo, s), presented in Fig. 5.1.

If s=(vgvy ... vn—1vy) then, in the case of the function split—face—
in(fi,s), the segment s will be drawn inside the face f;, joining the
contact vertex vy with the contact vertex vy, {vo, v,}€ fi, by a Jor-
dan curve without self-intersections passing through all other vertices
v1...Un—1 placed inside the face f;. As a result, the face f; will be
divided into two faces — finl, fin2, fi:=finl, fier:=fin2, (Fig. 5.1(a)),
F =% U{fiter}-

In the case of the function split—face—out(fy,s), we proceed anal-
ogously, the Jordan curve being drawn outside the face fy. Two faces
will be obtained, one internal and one external, and two variants are

231



Constantin Ciubotaru

possible (Fig. 5.1(b),(c)). The algorithm optionally chooses one of the
variants. For example, the internal face with a shorter length.

fout

(b)

Figure 5.1. Face split schema

6 Segments update

Segments embedding generates new faces and new contact vertices.
Thus, the need to modify the set of segments inevitably arises. Due
to the fact that only two new faces appear at each iteration, only the
segments that have certain tangents to these faces will undergo modifi-
cation. More precisely, the segments inside which new contact vertices
appeared must be modified.

,—[ Algorithm 6.1. Segments update }

seg—update(s, %)
Input values: .7, s=(vov1 ... Un—1n), newen={vi,va,...,vn_1}
if newen=2o then return (%)
Ve:=Ve Unewen, Ec:=E. U {(vov1),(v1,v2),..., (Un—1,0n)}.
for alls € ¥ do
for all v. € newen do
if s=(vov1 ... Vi Ve Vit ... Un—1 ) then
SL=(L\{sHU{{vov1 ... v;ve),(Vevig1 -.. Un_1vn)}
6. end for all v;
1. end for all s;
8. simplify .: remove duplicates, segments—edges included in E,
palindromes.
9. return(.Y)

e

Obviously, the set of valid faces for these segments will also be
changed. The idea behind the change is simple. Any segment con-
taining at least one new contact vertex will be split into two new seg-

ments. For example, if the segment s=(vov1 ... 0; Ve Vig1 ... Up_1Vp),
where vy and v, are old contact vertices and v. — new contact ver-
tex, then s will split into two new segments: s; =(vovy ... v;v.) and
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$9=(VcVj41 ... Un—1vp). This algorithm will be called after each em-
bedding, which generates new contact vertices. We denote by newcn
the set of new contact vertices. If newcn=g, then new segments will
not be generated. The pseudocode of the algorithm is presented in Al-
gorithm 6.1.

Below, the results of applying the algorithms “Segments embed-
ding” and “Segment update” for Example 4.1 are inserted in Fugure
6.1. The final result for this example is inserted in Fig. 7.1.

7 Modified DMP algorithm

The modified DM P algorithm (M DM P) is obtained by assembling
all the algorithms presented above, including the biconnectivity veri-
fication. Below, the pseudocode of the algorithm (Algorithm 7.1) is
inserted.

] Algorithm 7.1. Modified DMP algorithm |——

1. Let G = (V, E) be an arbitrary undirected graph. The algorithm ex-
posed in [13] is applied for checking biconnectivity and building the fun-
damental set of cycles.

2. If the graph is biconnected, a fundamental cycle of maximum length is
chosen, subgraph of the graph G is denoted by G.=(V,, E.). Otherwise
return “The graph is not biconnected”.

3. if G.=G then return “The graph is planar”.

4. Initial assignments:

F={fo, fi}; fo=Ve; fr:=Ve; =05 Npi=0; iter:=1;

5. The “Segments building” algorithm is called, which builds
the set of all segments ..

6. do while ¥ # @

7.  iter:=iter+1;

8 for alls € .7 do Z(s):={f| f € F, f is valid for s}; end for all.

9 The “Segments embedding” algorithm is called, which checks the

non-planarity of the graph, embeds a segment, modifies the set of
faces 7, and updates the set of segments .7 by calling the algo-
rithm Segments update.

10. end do while

11. return (“The graph is planar”, .F).
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— initially, until the “Segment embedding” algorithm is applied, we have:
Ve={5,1,10,12,2,6,13,4,7,8,5},

Ec={(51),(1 10),(10 12),(12 2),(2 6),(6 13),(13 4),(4 7),(7 8),(8 5)},
F{fo,i}={(51101226134785), (51101226 13478 5)},
F={(1314305) (1314 0 3 5), (13 14 0 5),(13 14 3 5),(12 11 1), (13 9 4), (13 14 5),

(2 13),(6 12),(8 12),(10 13)}.

— segments embedding
At the first embedding, split-face-in(s, f1) will be executed, where
s=(1314305), f1=(51101226 13478 5), iter=2. Two new faces are obtained:
fin1=(50314134785), fin2=(1362 1210150 3 14 13). Face fin! will replace
f1, and the fin2 face will be added to Z as fo.

Thus, we get Z={fo, f1,fo}={(51101226134785),(50314134785),
(136212101503 14 13)}, newen={14 3 0}, changes for V, and E.:
Ve={5,1,10,12,2,6,13,4,7,8,5,14,3,0},

Eo~{(5 1),(1 10),(10 12),(12 2),(2 6),(6 13),(13 4),(4 7),(7 8), (8 5),(13 14),

(143),(3 0),(0 5)}.

— segments update
F={(1314035),(13 14 0 5),(13 14 3 5),(12 11 1), (13 9 4), (13 14 5),(2 13),

(6 12),(8 12)(10 13)},
s=(13 14 3 0 5), newen={14,3,0}.

— segments splitting

For v.=14:

(13 14 0 3 5) will be splitted into: (13 14) and (14 0 3 5),
(13 14 0 5) will be splitted into: (13 14) and (14 0 5),
(13 14 3 5) will be splitted into: (13 14) and (14 3 5),
(13 14 5) will be splitted into: (13 14) and (14 5).

We get the updated set of segments
F={((13 14),(14 0 3 5),(14 0 5),(14 3 5),(12 11 1),(13 9 4),(14 5),(2 13),(6 12),

(8 12),(10 13)} (duplicate segments have been removed).

For v.=3:

(14 0 3 5) will be splitted into: (14 0 3) and (3 5),
(14 3 5) will be splitted into: (14 3) and (3 5).

We get the updated set of segments
F={(13 14),(14 0 3),(3 5),(14 0 5),(14 3),(12 11 1),(13 9 4),(14 5),(2 13),(6 12),

(8 12),(10 13)} (duplicate segments have been removed).

For v,=0:

(14 0 3) will be splitted into: (14 0) and (0 3),
(14 0 5) will be splitted into: (14 0) and (0 5).

We get the updated set of segments

7—{(13 14),(14 0),(0 3),(3 5),(0 5),(14 3),(12 11 1),(13 9 4), (14 5),(2 13),(6 12),
(8 12),(10 13)} (duplicate segments have been removed).

Finally, after elimination of palindromes and edges that have been included in
the updated set E. (for this example (13 14),(14 3),(0 3),(0 5)), we get the final set
of updated segments
7= {(10 13),(8 12),(6 12),(2 13),(14 5),(13 9 4),(12 11 1),(3 5),(14 0)}

Note that segments—edges won’t be able to generate new segments, because
will be ignored calls to the “Segments update” algorithm.

Figure 6.1. Segments embedding and updatting for Example 4.1
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Iteration 3.

= 5 (314305 split-face-out(s, fo), s = (8 12),
7 3 14 0 5),(13 14 3 5), 35). 5 14 3 5),(12 11 1), fo=(8 5110122613 4 7), #={(8 12),(12 11 1),
(12 11 1),(13 9 4),(13 14 5),(2 13),(6 12).(8 12),(10 13))}. (13 9 4),(13 14 5),(2 13), (6 12),(8 12),(10 13))}, (13 9 4),(14 0),(3 5),(14 5).(2 13),(6 12),(10 13))},

F={fo. f1} F={fo, f1. J2} F={for fu. fa. fa}

(b) ()

Iteration 4.

split-face-in(s, f1), s = (10 13), 12 11 1),
A=(5110122613 143 0 5), #={(10 13)(12 11 1) {(12 11 1),(13 9 4),(14 0),(3 5),
(139 4)(14 0)(3 5)(14 5)(2 13)(6 12)}, F={fo, i, fo. fa. [} (14 5),(2 13),(6 12)}, F={fo. f1, fz. fo. f, fo} (2 13),(6 12)}

(d) (e)

e Tt 1) (14 0), Tteration 8. I
Split-face-in(s, f2). s = (14 0), eration teration 9.
FEBTE0E 1019, splt-face-in(s, 1), s = (3 5), Split-face-in(s, f7), s = (14 5),
(14 0),(3 5),(14 5),(2 13),(6 12)}, S1=(1394785031413), { 5110 13 14 0). {(14 5),(2 13),(6 12)},
F={Jo, 1. far i I S Jos S RTINS F=(Jo, 1 P fs. s fo. Fo. Fo. Fo. Jo}

(8) (h) ()

ion Tteration 11
S ettt 12, 3, Splitface-out(s, fo), 5 = (6 12),
~{(2 13).(6 12)}. fo=(122 61347 8 12), 612)}, The graph is planar.

. J7. fs. Ja, Fro} F={fo, fr, f2, F3, fa, I, +Jss fou fro, S} #={}, F={fo. fr, f2, 3. fa, fs. fo. £, fs. fo, Fro, fn}

@ (k) @

Figure 7.1. Final result for Example 4.1
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8 Examples. The case of non-planar graph

Example 8.1. ( [9], p.177)

We will apply the elaborated algorithm for the example from [9]
(Fig. 8.1(a)).

(a) (b)

Figure 8.1. Segments embedding for Example 8.1

Initially, we select the fundamental cycle of maximal length V.=(0
8935102176 0), Fig. 8.1(a), and the initial faces fo=f1=V,,
F={fo, f1}. As aresult of applying the algorithm Segments building,
we will get SegmentEdges={(0 1)(0 7)(1 5)(1 8)(19) (2 3)(2 9)(5 6)}
and InitSegPath={(4 3)(4 5)(4 10)}. After applying the function Add-
edge, we obtain SegmentPath—{(3 4 5)(5 4 10)(3 4 10)}. The calling
scheme of Add—edge is presented in Fig. 8.1b.

The drawing steps are shown in Fig. 8.2. It should be noted that
the presence of a large number of segments—edges actually speeds up
the drawing process, because these segments do not generate new con-
tact vertices, thus ignoring calls to the expensive algorithm “Segments
update”. The red edges will show the initial cycle, the green ones —
the segment currently drawn, and the black ones — all other edges. It
should be noted that all coordinates of the vertices were defined man-
ually. An automatically drawn variant applying the method of circular
orbits is presented in Fig. 8.2(1).

Example 8.2. ( [9], p.182)
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Ay split-face-in(s, f2).
o =

Iteration 1. V.=(08 93510217 60), - Crrs
= (5 2
A ”((2 0))(2 %)(1(‘(7 (4151(:54)1“1)7()3(3 ;;) (L 9 (1 8),(0 7).(0 1 ) ? {fo. f1. fo. f3}
a (c)

Heration 8. split-faceinie, 1), + = (29)
J()=(3110217605

(W)l&)(‘”)[”l)). 7= {(2 9)(19).(1 8) )rwnx
S N P oo g ) P A Y R
(d) (e) (f)

- Iteration 9. split-face-in(s, fs),
i 7 el 1) n s R SR
Z={(19).(1 8).(0 7).(0 1)}, = {(18),(0 7),(0 1)}, ¥ {(07,(0 1)},
F={fo. fr: f2, fa. fu, Fos for fo} F={fo. f1: fa: f3: F: Fs. fo, fr. fs} F={Jo 1. Jo fa. fu- f: fo- fr. fis Jo}
(8) (h) (i)

Tteration 10. split-face-in(s, fy), Iteration 11. split-face-in(s, fo)
~,(417) Fo=(806718) “(1 fr=(07180),
Z={(01) Automatically drawm by applying the
F={for 1, fa. f5. fu. s fo fr. fis, o, fro} F= m,/‘ fa. fs: fas f5. fo. fr. fs. for fro. fu} method of circular orbits
O] (k) @

Figure 8.2. Segments embedding,
the example from [9], p.177
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The second example inserts the solution for the graph presented in [9],
p- 182. For this example, choosing the maximum length cycle led to the
construction of the set of segments ., which contains only segments—
edges. This fact essentially simplifies drawing the graph, because the
need for recalculation of the set . disappears, which ignores calls of
the algorithm Segments update (building new segments/fragments).

The solution of the example is laid out step by step in Fig. 8.3.

o "
iti , G=(VE Iteration 2. spl
‘hzt(;all ?2"_;”4"'5)(' (sziS(U 3)(0 4) Iteration 1. V,=(0125340), e 1 )m TRt
e ) . foo fi}, ={(0 3)(1 3)(1 4)(1 5)(2 3)} 7=((0 31 3)(
(12)(13)(14)(15)(23) (25)(34)(35)} F={fo 1y
(a) (b)

Iteration 3. split-face-out(s, fo), Tteration 4. split-face-in(s, f1), s=(1 Iteration 5. split-face-out(s, fo),

s=(15). f(0)=(0125340), 7= 4, f(1)=(234012),.7={(03)(13)}, 5=(03), f(0)=(153401), )

{03)(1 3)(1 4}, F={fo. f1, fo. [} F={fo. fr. fa. fa. fa} S={13)}, F={fo, 1. f2. J5. fa. [5}
(d) (e) )

Tteration 6. split-face-in(s, f1),

s=(13), f(1)=(1432 1), /=2, Automatically drawn by applying the
F={for f1. far far far Fou fo} method of circular orbits
(g) (h)

Figure 8.3. Segments embedding, the example from [9], p.182
Example 8.3. Petersen graph

The next example concerns the Petersen graph 8.4a, which is not planar,
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as is known. The developed algorithm generates a planar subgraph,
included in Fig. 8.4f, and will return the list of segments that could
not be embedded: (3 8) and (4 9). In Fig. 8.4(g), we insert a variant of
the Peterson graph with two intersection points, which has the minimal
number of intersections for this graph, noted in the theory of graphs by
cr(G).

Petersen graph

(a)

OO

ITteration 2. Itemtwn 3

Iteration 1

= split-face-in(s, f1), s = (0 1 6), split-face- 1fl<s f1), s = (1 2),
(]V) ](c(o i 2} 9{?081 6), f1i=(0586972340), fr=((6 9)(9 7)("2)(2 3)(3 4)(4 0)
Py At (S Z={210.012.67).(4 9.0 © (1 6)), F=((5 7),(4 9),(3 )},
(19).(38)}, F={fo. /1} 8)}. F={fo. f1. fo} F={fo, f1, f2, f3}

(b) (c) (d)

Iteration 4 .
split-face-out(s, f1), s = (5 7), Tteration 5.

Fo=((0 5)(5 8)(8 6)(6 9)(9 7)(7T 2)(2 F={}, Mp={(4 9),(3 8)}, the graph is
3;(:5 4)(4 0)), .#={(4 9),(3 8)}, nnn,,./uu,mf. The segments {(4 9),(3 8)} Petersen graph drawn with two
F={fo, f1, f2, fa, fa} may not be embedded. crossing point.

(e) (f) (8)

Figure 8.4. Segments embedding for Petersen graph

Example 8.4. Tutte graph

We will apply the algorithm to check the planarity of the Tutte graph
[13], [14] presented in Fig. 8.5a, which contains 46 vertices and 69
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edges. The algorithm will build the fundamental set of cycles (24 cycles)
and select a cycle of maximal length equal to 27. As a result of the
verification, 25 faces will be obtained. The variant drawn by the method
of circular orbits is presented in Fig. 8.5(b).

Figure 8.5. Tutte graph
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9 Conclusions

The paper presents a complete and detailed realization of the DM P al-
gorithm with all necessary explanations, the exposition in detail (pseu-
docodes, programs) of the algorithms, and many examples for testing.
Namely, this moment was influenced by the title of the article "poor
man’s realization”. The algorithm can be used for testing planarity
of graphs, generation of planar graphs, and elaboration of automatic
graph drawing methods. It is easy to develop an algorithm, which for
the set of constructed faces .# and any segment from .4, will allow
us to find the minimum number of intersections needed to draw this
segment. This algorithm, of course, does not solve the crossing num-
ber problem, which is known to be N P-complete [15], but can be used
to build a plausible drawing version; for example, the version of the
Petersen graph, presented in Fig. 8.4(g).
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