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Abstract

This study presents an approach to optimize cervical cancer
classification using Support Vector Machines (SVM) and an im-
proved Genetic Algorithm (GA) on Pap smear images. The pro-
posed methodology involves preprocessing the images, extracting
relevant features, and employing a genetic algorithm for feature
selection. An SVM classifier is trained using the selected features
and optimized using the genetic algorithm. The performance of
the optimized model is evaluated, demonstrating improved accu-
racy and efficiency in cervical cancer classification. The findings
hold the potential for assisting healthcare professionals in early
cervical cancer diagnosis based on Pap smear images.
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Healthcare.

MSC 2020: 62H35.

1 Introduction

Cervical cancer is a serious health problem that affects women all over
the world and has a significant impact on morbidity and mortality rates
[1]. Early detection through screening plays a serious role in reducing
the burden of this disease. However, the interpretation of Pap smear
images, a commonly used screening tool, can be subjective and lead to
varying levels of diagnostic accuracy. In recent years, there has been an
increasing interest in using sophisticated computational methods like
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support vector machines and genetic algorithms to optimize cervical
cancer classification based on Pap smear images. This study aims to
address the challenges associated with cervical cancer classification by
proposing an approach that combines SVM and an improved genetic
algorithm. By integrating these techniques, the goal is to develop a
robust and efficient model capable of accurately analyzing Pap smear
images and providing reliable classification outcomes. The optimization
process involves preprocessing the images, extracting relevant features,
selecting informative features using a genetic algorithm, and training
an SVM classifier with optimized parameters. The resulting model
holds the potential to enhance the accuracy and efficiency of cervical
cancer diagnosis, assisting healthcare professionals in making timely
and accurate decisions for improved patient care.

2 Methodology

The proposed methodology for optimizing cervical cancer classification
with SVM and Improved Genetic Algorithm on Pap smear images in-
volves several steps:

1. Pre-processing: The Pap smear images are first pre-processed to en-
hance the contrast and eliminate noise. This involves techniques such
as histogram equalization and Gaussian filtering.

2. Segmentation: The pre-processed images are then segmented to ex-
tract the region of interest (ROI), which contains the cervical cells.
This involves using a super pixel-based Markov random field segmen-
tation algorithm.

3. Feature extraction: Various textures and patterns are extracted from
the segmented ROI. These include Gabor filters, Haralick features, and
Zernike moments.

4. Feature selection: The most appropriate features that improve classi-
fication accuracy are determined using an improved genetic algorithm.
5. Classification: The selected features are used to train an SVM clas-
sifier. The SVM classifier is optimized using the Improved Genetic
Algorithm to find the best hyperparameters that maximize the classi-
fication accuracy.

6. Performance evaluation: Parameters including accuracy, precision,
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recall, and F1-Measure are used to assess the proposed system’s perfor-
mance [2]. The results are compared with existing benchmark methods
to determine the effectiveness of the proposed approach.

3 Proposed System

3.1 Image pre-processing

To optimize Pap smear images for cervical cancer analysis, image pre-
processing [3] is essential. To improve image quality, decrease noise,
and extract important information, many techniques are used. Among
these methods are scaling the images to a uniform dimension, boost-
ing contrast to improve visibility, lowering noise through smoothing or
filtering, normalizing intensity or color values, extracting the region
of interest (such as the cervix), segmenting various structures within
the image, and registering multiple images for precise comparisons.
The quality and appropriateness of Pap smear pictures are enhanced
through the use of various pre-processing techniques, enabling more
precise and trustworthy analysis and classification of cervical cancer.

Image pre-processing methods encompass a range of techniques
used to enhance and optimize images before further analysis or classi-
fication. In the context of medical imaging, including Pap smear im-
ages for cervical cancer analysis, the following methods are commonly
employed: 1. Image resizing, 2. Contrast enhancement, 3. Noise
reduction, 4. Image normalization, 5. Edge detection, 6. Image seg-
mentation, 7. Morphological operations. This article mainly focuses
on Image normalization and Image segmentation techniques.

3.1.1 Image Normalization

Image normalization is a pre-processing technique used to standardize
the intensity or color values of an image. It ensures that images from
different sources or under different conditions can be compared and
analyzed accurately. By rescaling pixel values to a consistent range or
distribution, normalization improves the reliability and comparability
of image features, reducing the impact of variations caused by factors
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such as lighting or imaging settings. It enhances the quality and con-
sistency of images, making them more suitable for subsequent analysis
or classification tasks.

3.2 Image Segmentation

The Region Of Interest (ROI) containing the cervical cells is ex-
tracted from the segmented Pap smear images that have undergone
pre-processing. Super pixel-based Markov Random Field (MRF) [4]
segmentation technique is used to complete this segmentation process.

3.2.1 Super pixel generation

Super pixels are compact and perceptually meaningful image regions
that group pixels with similar characteristics together. They provide
a higher level of abstraction compared to individual pixels and can
facilitate more efficient and accurate segmentation. Super pixels are
generated by dividing the image into compact, regular regions while
preserving image boundaries.

3.2.2 Markov Random Field (MRF) Modelling

MRF is a probabilistic graphical model broadly used in image seg-
mentation. It models the relationship between neighboring pixels by
incorporating contextual information to improve the accuracy.

Let’s denote the pre-processed image as I and the corresponding su-
per pixels as S. Each super pixel S consists of a set of pixels
S = p1,p2,...,pn.- The goal is to assign a label (foreground
or background) to each superpixel. The MRF formulation is as
follows,

E(S) =) (D(S)+V(5)), (1)

where FE(S) is the energy function, D(S) represents the data term, and
V(S) denotes the regularization term.
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3.2.3 Data Term

The data term measures the compatibility between each super pixel
and the estimated class labels. It is based on the colour and texture
features of the super pixels. The data term is defined as follows,

D(S) = Z(Ddata(S))a (2)

where D gqq(5) represents the data cost for each super pixel S.

3.2.4 Regularization Term

The regularization term encourages spatial coherence and smoothness
in the segmentation results. It penalizes sharp transitions between
neighboring super pixels. The regularization term is defined as follows,

V(S) = Z(V;’eg(S))v (3)

where V.. (s) represents the regularization cost for each super pixel S.

3.2.5 Optimization

The goal is to find the optimal labeling configuration S* that minimizes
the energy function E(.S). This optimization problem is typically solved
using optimization techniques such as graph cuts or belief propagation.

The pre-processed pictures are segmented into areas that corre-
spond to the cervical cells, which form the ROI using the super pixel-
based MRF. This segmentation step is crucial for isolating the cells and
providing accurate input for the subsequent stages of the classification
process.

3.3 Feature Extraction

Feature extraction is the process that takes the segmented ROI from
the previous module and extracts texture and shape features from it.
These qualities offer crucial details regarding the traits and patterns
visible in cervical cell images which can be utilized for classification.
Gabor filters, Haralick features, and Zernike moments are used to ex-
tract texture and shape features. Gabor filters are spatial frequency
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filters that capture texture information at different scales and orien-
tations, while Haralick features describe the statistical properties of
pixel intensities in an image. Zernike moments capture the shape char-
acteristics of the segmented ROI, including its boundary and internal
structure.

The extraction of these features is performed using AlexNET’s pre-
trained CNN model. The extracted features form a feature vector
representing the unique characteristics of the segmented ROI, which
serves as input data for the subsequent classification module. Machine
learning algorithms or classifiers can be trained to distinguish between
different types of cervical cells and classify them accordingly.

The feature extraction module plays a vital role in capturing rel-
evant information from segmented ROIs and transforming it into a
suitable format for classification. By utilizing Gabor filters, Haralick
features, and Zernike moments, the system effectively captures both
texture and shape characteristics, enabling accurate classification and
diagnosis of cervical cancer cells.

3.4 Feature Selection

The fourth module of the proposed cervical cancer classification project
is featuring selection. In this module, an Improved Genetic Algorithm
(IGA) is employed to identify and select the most related features from
the feature vector obtained in the previous module. The goal of feature
selection is to keep just the most useful features that considerably im-
prove classification accuracy while reducing the dimensionality of the
feature space.

Feature selection using an Improved Genetic Algorithm involves the
following steps:

1. Initial Population: A population of potential feature subsets is
randomly generated. Everyone in the population represents a candidate
feature subset, where each feature is represented by a binary value (0
or 1) indicating its inclusion or exclusion in the subset.

2. Fitness Evaluation: The fitness of everyone in the population is
obtained using a Fitness Function (FF). The FF assesses the classifica-
tion accuracy achieved by using the corresponding feature subset. This

66



Optimizing Cervical Cancer Classification ...

evaluation is typically done by training and testing a classifier (SVM)
on the selected features and measuring its performance using metrics
like accuracy, precision, recall, or F1-Measure.

fitness(individual) = per formance (classifier, selected features)
(4)

3. Selection: A selection process is applied to select individuals
with higher fitness values. The individuals with better performance
(higher classification accuracy) have a higher probability of being se-
lected for reproduction. Common selection techniques include tourna-
ment selection, roulette wheel selection, or rank-based selection [5]. In
this research, Roulette wheel selection is used because it gives better
results compared with other methods.

4. Crossover: Crossover is performed by selecting pairs of individu-
als from the selected population and combining their feature subsets to
create new offspring. This process simulates the genetic recombination
that occurs in natural evolution. Different crossover techniques can be
used, such as 1-point crossover, 2-point crossover, or uniform crossover.

5. Mutation: Mutation introduces random changes in the feature
subsets of the offspring. This facilitates the exploration of new search
space areas while preventing an early convergence. Mutation randomly
flips the binary values (0 to 1 or 1 to 0) of certain features in the
offspring.

6. Fitness Evaluation (Offspring): The fitness of the newly created
offspring is evaluated using the fitness function, similar to the initial
population. This step determines the classification accuracy achieved
by the offspring using their modified feature subsets.

7. Replacement: The offspring are selected to replace individuals
in the population based on their fitness values. This process ensures
the survival of individuals with higher fitness and discards those with
lower fitness, maintaining the population size.

8. Termination: The Improved Genetic Algorithm iteratively per-
forms the steps of selection, crossover, mutation, and fitness evaluation.
This can be a fixed number of generations, reaching a specific fitness
threshold, or convergence of the algorithm.
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3.5 Classification Using SVM

The fifth module of the cervical cancer classification project uses fea-
tures from previous modules to train the SVM classifier. The classifier
is optimized using the Improved Genetic Algorithm to find optimal
hyperparameters for maximum accuracy. SVM is a widely used super-
vised learning algorithm in medical image analysis. There are six steps
involved in classification.

1. Data Preparation: The feature vector, consisting of the selected
features obtained from the feature selection module, serves as the input
data for the SVM classifier. The feature vector is typically represented
as a matrix, where each row represents an instance or sample, and each
column represents a feature.

2. SVM Training: Using the labelled training data, the SVM classi-
fier is trained. The feature vectors with corresponding class labels (such
as "positive” or "negative” for cervical cancer) make up the training
data. Finding the best hyperplane to maximally separate the positive
and negative instances in the feature space is the goal of the SVM
method.

3. Hyper parameter Optimization: IGA is involved in optimizing
the hyper parameters of the SVM classifier. The hyper parameters are
settings that control the behavior and performance of the SVM algo-
rithm. Examples of SVM hyper parameters include the kernel type
and regulation parameter (C). The Improved Genetic Algorithm inves-
tigates several hyperparameter combinations to determine which ones
produce the best classification accuracy.

4. Fitness Evaluation: The fitness function in the Improved Genetic
Algorithm evaluates the classification accuracy achieved by the SVM
classifier using the selected hyper parameters. The classification accu-
racy is typically measured using metrics such as accuracy, precision,
recall, or F1-Measure [6]. The Improved Genetic Algorithm chooses
individuals for reproduction in the next generation who have higher
fitness values.

5. Crossover and Mutation: Crossover and mutation procedures
are carried out using the Improved Genetic Algorithm to produce new
candidate solutions in the population. Crossover involves integrating
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the hyper parameters of chosen individuals to produce a new gener-
ation with various combinations of hyper parameters. For exploring
new areas of the search space and preventing premature convergence,
mutation introduces random modifications to the hyperparameters.

6. Replacement and Termination: The offspring with their modi-
fied hyper parameters replace individuals in the population based on
their fitness values. This process ensures the survival of individuals
with better classification accuracy. The Improved Genetic Algorithm
iteratively performs the steps of fitness evaluation, crossover, mutation,
replacement, and termination.

3.6 Performance Evaluation

Performance evaluation is a crucial step in assessing the effectiveness of
the proposed cervical cancer classification system. It involves the use
of various metrics to quantitatively measure the system’s performance
and compare it with existing benchmark methods.

1. Accuracy: Accuracy measures the overall correctness of the clas-
sification system and is defined as the ratio of correctly classified in-
stances to the total number of instances [6]:

TP +TN
TP+TN+FP+FN

2. Precision: Precision is the ability of the system that measures
how well the system can pick out positive examples from the sum of
instances that are projected to be positive. It is calculated as [6]:

TP

Precision — — 1L
recision = o (6)

(5)

Accuracy =

3. Recall: The capacity of the system to accurately identify positive
cases out of all real positive instances is measured by recall, also known
as sensitivity or true positive rate. It is defined as [6]:

TP
Recall = —————. 7
T TPYFN @

4. F1-Measure: The harmonic mean of precision and recall is the

F1-Measure, which offers a single measure to balance them both. It is
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calculated as [6]:

Precision * Recall
F1-M =2 . 8
casure * Precision + Recall ®

By considering both precision and recall, the F1-Measure provides a
comprehensive evaluation of the system’s performance, especially when
dealing with imbalanced datasets.

The performance assessment is normally carried out using an ap-
propriate dataset that contains labeled samples of various cervical cell
types. The dataset is divided into training and testing sets, with the
former being used to train the classification model and the latter to
assess the model’s efficacy.

The proposed system’s performance is compared with recent tech-
niques by applying the same evaluation metrics to their results. The
comparison helps determine whether the proposed approach achieves
superior or comparable performance compared to other methods.

4 Dataset

Dataset Name: Cervical Cancer Pap Smear Images Dataset. There are
four classes available in this data set, and each class has its own image
samples as listed below [6].
1. Carcinoma In Situ (200 samples)
2. Light Dysplastic (300 samples)
3. Moderate Dysplastic (250 samples)
4. Severe Dysplastic (350 samples)

Carcinoma In Situ
Number of Samples: 200
Description: Carcinoma in situ shown in Figure 1 states the abnormal
cells that are found only in the innermost lining of the cervix. An
aberrant cell cluster known as a carcinoma in situ is one that has not
yet spread from the site where it initially developed, yet it has the
potential to do so in the future to transform into cancer. Carcinoma
in situ is considered a pre-cancerous condition and is an early stage of
cervical cancer.
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Figure 1. Carcinoma In Situ

Light Dysplastic
Number of Samples: 300
Light dysplastic in Figure 2 states the presence of mildly anomalous
cells in the cervical tissue. These cells show some changes but are not
considered cancerous. Light dysplastic cells may indicate the primary
phases of cervical cancer development and require further monitoring
and treatment.

Figure 2. Light Dysplastic

Moderate Dysplastic
Number of Samples: 250
Moderate dysplastic shown in Figure 3 describes the presence of mod-
erately anomalous cells in the cervical tissue. These cells exhibit more
pronounced changes than light dysplastic cells but are still not classi-
fied as cancerous. Moderate dysplastic cells indicate a higher risk of
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cervical cancer and may require closer monitoring and treatment.

Figure 3. Moderate Dysplastic

Severe Dysplastic

Number of Samples: 350

Severe dysplastic in Figure 4 shows significantly abnormal cells in the
cervical tissue. These cells show significant changes and have a higher
possibility of developing cervical cancer if left untreated. Severe dys-
plastic cells require prompt medical intervention and treatment.

Figure 4. Severe Dysplastic

Data split: 70% (770 samples) of the samples from the data set are
being used for training, 15% (165 samples) of the data is used for vali-
dation, and the remaining 15% (165 samples) is used for testing [7].
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5 Results and Discussions

The graphical user interface of the segmentation process in the pro-
posed cervical cancer classification system is presented in Figure 5. It
provides users with a user-friendly platform to interact with the system
and perform image segmentation on the selected Pap smear image.

1. Segmentation Options: The GUI includes controls related to
segmentation techniques available in the system.

2. Segmentation Visualization: The GUI includes a visualization
area where users can see the segmented regions overlaid on the original
image. This allows users to visually inspect the segmentation results
and assess the quality of the segmentation before proceeding to further
analysis.

“

T tessqu = 3

Cervical cancer detection system m

§5E

T
+

D s 1w Sl

Figure 5. Segmentation process of the proposed cervical cancer classi-
fication system

The classification efficiency comparison for different methods in
Cervical Cancer Classification is presented. The proposed method,
IGA-SVM, is compared with existing machine learning algorithms such
as Linear Regression, Logistic Regression, Decision Trees, Random
Forests, and Naive Bayes. The evaluation metrics used for compari-
son include Accuracy, Precision, Recall, and F1-Measure [25].
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The proposed method, IGA-SVM obtains the optimum Accuracy
of 97.14% compared to other machine learning algorithms. It also
demonstrates superior Precision (99.50 %) and F1-Measure (97.90%),
indicating the ability to correctly classify the Carcinoma In Situ class
with high precision and balance between precision and recall. The
Recall (96.30%) is slightly lower compared to Naive Bayes, Random
Forests, and Decision Trees, but still at a high level. Classification
efficiency comparison for Carcinoma In Situ with other learning models
is shown in Figure 6.

Classification Efficiency Comparison for Carcinoma In Situ

102.00%
100.00%

98.00%

96.00%
94.00%
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88.00%

Linear Regression Logistic Decision Trees  Random Forests Naive Bayes  Proposed Method
Regression IGA-SVM
M Accuracy M Precision HRecall F1-Measure

Figure 6. Classification Efficiency Comparison for Carcinoma In Situ
Classification with machine learning models

Classification Efficiency Comparison for Light Dysplastic Classifi-
cation with machine learning models is shown in Figure 7. According
to the results, the IGA-SVM outperforms all other methods with an
Accuracy of 98.1%. It also achieves high Precision (98.0%) and F1-
Measure (98.7%), indicating the model’s ability to accurately classify
the Light Dysplastic class.

Additionally, the Recall (99.4%) is the highest among all methods,
suggesting that the proposed method effectively captures the positive
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instances of the Light Dysplastic class.

Classification Efficiency Comparison for Light Dysplastic
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Figure 7. Classification Efficiency Comparison for Light Dysplastic
Classification with machine learning models

Classification Efficiency Comparison for Moderate Dysplastic Clas-
sification with machine learning models is presented in Figure 8. Simi-
lar to previous cases, IGA-SVM achieves the highest Accuracy (98.9%),
Precision (100%), and F1-Measure (99.2%) among all methods. It
shows perfect Precision, indicating no false positive predictions in the
Moderate Dysplastic class. The Recall (98.4%) is slightly lower com-
pared to Naive Bayes but still at an excellent level.

IGA-SVM attains the highest Accuracy (96.1%) and F1-Measure
(96.9%) among all methods in Severe Dysplastic classification model as
depicted in Figure 9. It demonstrates high-precision (96.7%) and Recall
(97.2%), indicating its ability to effectively classify the Severe Dysplas-
tic class. It outperforms the other methods consistently in terms of
Accuracy and F1-Measure.

According to the results, the proposed method, IGA-SVM, consis-
tently achieves the highest or competitive classification performance
across all dysplastic classes. It outperforms other machine learning al-
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Classification Efficiency Comparison for Moderate Dysplastic
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Figure 8. Classification Efficiency Comparison for Moderate Dysplastic
Classification with machine learning models

gorithms in terms of Accuracy, Precision, Recall, and F1-Measure in
most cases. This suggests that the combination of Improved Genetic
Algorithm for feature selection and Support Vector Machine for classifi-
cation provides an effective framework for cervical cancer classification
based on Pap smear images.

6 Related Works

A CAD framework that classifies cytology images uses an ensemble of
three standard CNN-based classifiers. The proposed ensemble model
generates ranks of the classifiers using two non-linear functions which
help to take into account the confidence in predictions of the base learn-
ers [8]. A CNN-based ThinPrep cytologic test (TCT) cervical cancer
screening model was established through a retrospective study of mul-
ticenter TCT images. This model shows improved speed and accuracy
for cervical cancer screening, and helps overcome the shortage of med-
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Classification Efficiency Comparison for Severe Dysplastic
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Figure 9. Classification Efficiency Comparison for Severe Dysplastic
Classification with machine learning models

ical resources required for cervical cancer screening [9]. An automatic
cervical cancer screening system using convolutional neural network
was proposed in [10]. A novel deep learning method named AttFPN
as an automated detection model for abnormal cervical cells in cer-
vical cancer screening was proposed in [11]. The model was guided
by clinical knowledge and attention mechanism, consisting of a multi
scale feature fusion structure and an attention module. The proposed
method outperformed the related stat-of-the-art deep learning meth-
ods and was comparable to a pathologist with 10 years of experience.
DGCA-RCNN framework for the detection of abnormal cervical cells
in Pap smear images was presented in [12]. It is an extended version
of the Faster RCNN-FPN model by introducing deformable convolu-
tion layers into FPN to improve scalability and adding a GCA module
alongside RPN to enhance the spatial context information. Cervical
cell image generation model based on taming transformers (CCGtam-
ing transformers) to provide high quality cervical cancer datasets with
sufficient samples and balanced weights was developed [13].
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The structure of the encoder was improved by introducing SEblock
and MultiRes-block to improve the ability to extract information from
cervical cancer cells images. An efficient and totally segmentation-free
method for automated cervical cell screening that utilizes a modern
object detector to directly detect cervical cells or clumps, without the
design of a specific handcrafted feature was proposed in [14] to inves-
tigate the presence of unreliable annotations and cope with them by
smoothing the distribution of noisy labels. A new framework based on
a strong feature Convolutional Neural Networks (CNN) Support Vector
Machine (SVM) model was proposed to accurately classify the cervical
cells. A method fusing the strong features extracted by Gray-Level
Cooccurrence Matrix (GLCM) and Gabor with abstract features from
the hidden layers of CNN was conducted, meanwhile the fused ones
were input into the SVM for classification. An effective dataset ampli-
fication method was designed to improve the robustness of the model
[15].

The technique used in hospital laboratories involves the manual
numeration of blood cells victimization using a device referred to as
Haemocytometer. Using this method can be monotonous, sometimes
produces inaccurate results and also is a time consuming process. So as
to beat the complications, this analysis presents an absolute automatic
systemized system to associate with nursing platelet cells within the
blood samples and to classify various forms of Leukaemia [16]. The
Pap smear test is a manual screening procedure that is used to detect
precancerous changes in cervical cells based on color and shape proper-
ties of their nuclei and cytoplasms. Automating this procedure is still
an open problem due to the complexities of cell structures. An unsuper-
vised approach for the segmentation and classification of cervical cells
was proposed. The segmentation process involves automatic thresh-
olding to separate the cell regions from the background, a multi-scale
hierarchical segmentation algorithm to partition these regions based
on homogeneity and circularity, and a binary classifier to finalize the
separation of nuclei from cytoplasm within the cell regions [17].

Cervical cancer is one of the leading causes of cancer death in fe-
males worldwide. The disease can be cured if the patient is diagnosed
in the pre-cancerous lesion stage or earlier. A common physical ex-
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amination technique widely used in the screening is Papanicolaou test
or Pap test. In this automated cervical cancer cell segmentation and
classification method [18], a single-cell image is segmented into the nu-
cleus, cytoplasm, and background, using the fuzzy C-means (FCM)
clustering technique.

Accurate classification of Pap smear images becomes the challenging
task in medical image processing. This can be improved in two ways.
One way is by selecting suitable well defined specific features and the
other is by selecting the best classifier. To enhance accuracy, the earlier
detection and, for diverse perspectives, the proposed research analyzed
the techniques used in [19], [21], and [23] to apply in medical imaging
analysis, including the classification of Pap smear images for cervical
cancer detection. A nominated texture-based cervical cancer (NTCC)
classification system which classifies the Pap smear images into any
one of the seven classes was presented in [20]. This can be achieved
by extracting well defined texture features and selecting best classifier.
Pap smear test has been broadly used for detection of cervical cancer.
However, the conventional Pap smear test has several shortcomings
including: subjective nature (dependent on individual interpretation),
low sensitivity (i.e., ability to detect abnormal changes), and the need
for frequent retesting. There has been a great effort to automate Pap
smear tests, and it is one of the critical fields of medical image process-
ing [22]. A method for detecting overlapping cell nuclei in Pap smear
samples was presented in [24]. The extraction of overlapping cell nuclei
is a critical issue in automated diagnosis systems. Due to the similari-
ties between overlapping and malignant nuclei, misclassification of the
overlapped regions can affect the automated systems final decision.

7 Conclusions

A novel approach for optimizing cervical cancer classification using
SVM and Improved Genetic Algorithm on Pap smear images has been
proposed. The methodology involves image pre-processing, segmen-
tation, feature extraction, feature selection, classification, and perfor-
mance evaluation. The results show high accuracy, precision, recall,
and F1-Measure in classifying cervical cancer cells. The Improved Ge-
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netic Algorithm is effective for the SVM classifier’s feature selection
and hyper-parameter tuning. Future work will extend the approach to
other imaging modalities and explore deep-learning techniques for im-
proved cervical cancer classification. Additional research is required to
confirm the methodology’s efficacy on larger data sets and more clinical
investigations.
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