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Abstract

Machine translation (MT) is the process of translating text
from one language to another using bilingual data sets and gram-
matical rules. Recent works in the field of MT have popular-
ized sequence-to-sequence models leveraging neural attention and
deep learning. The success of neural attention models is yet to
be construed into a robust framework for automated English-to-
Bangla translation due to a lack of a comprehensive dataset that
encompasses the diverse vocabulary of the Bangla language. In
this study, we have proposed an English-to-Bangla MT system
using an encoder-decoder attention model using the CCMatrix
corpus. Our method shows that this model can outperform tra-
ditional SMT and RBMT models with a Bilingual Evaluation
Understudy (BLEU) score of 15.68 despite being constrained by
the limited vocabulary of the corpus. We hypothesize that this
model can be used successfully for state-of-the-art machine trans-
lation with a more diverse and accurate dataset. This work can
be extended further to incorporate several newer datasets using
transfer learning techniques.
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1 Introduction

Bangla is one of the most common languages spoken worldwide, with
approximately 300 million native speakers and another 37 million as
second language speakers. However, reliable machine translation (MT)
systems for the language have not been implemented until very recently.
Machine Translation (MT) is the translation of text from one natural
language (source language) to another language (target language) us-
ing a computerized system with or without human interaction [1]. MT
is an automated system associated with Natural Language Processing
(NLP), which uses other language resources and bilingual datasets to
build language and phrase models for text translation. Ideally, MT is
a batch process that is applied to a given text to produce a perfect
translated text [2]. The aim is to fill the communication gap between
different societies with language diversity. Manual human translation
is time-consuming for any language. But an efficient MT system can
reduce both the time and cost involved in the translation. English be-
ing the language of choice internationally, is used in most documents,
papers, journals, books, and records in today’s world. Subsequently,
MT systems like google translate have been popularized by most na-
tive Bangla speakers for English-to-Bangla translation. Since there is
an abundance of comprehensive English articles online, translation of
Bangla to English is much more accurate compared to translating En-
glish to Bangla. This is due to the fact that most Bangla translations
available online are not refined enough for an NLP-based approach that
can capture the nuance and subtlety of the language. The Bangla lan-
guage has some differences from English and some other languages since
Bangla has a large and diverse vocabulary, while the exact words can
have different contextual meanings. It is multi-disciplinary research to
facilitate machine translation systems to capture the contextual mean-
ing of a sentence while translating to other languages. Hence it is
essential for researchers to study the literature describing the differ-
ences between specific language pairs to explain the critical mistakes
made by the systems and optimize them accordingly. The neural ma-
chine translation (NMT) approach for English-to-Bangla translation
has been proposed in a recent study [3]. Using the SUPara and Glob-
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alVoices corpus, it achieved a BLEU score of +0.30 and +0.69 over
previously implemented MT systems. This study has shown NMT to
be more efficient and accurate compared to PBMT (phrase-based MT)
systems such as shu-torjoma [4] and other SMT (statistical MT) sys-
tems [5]. Taking these findings into account, we aim to demonstrate the
potential adequacy of NMT systems using a larger dataset, namely the
CCMatrix dataset [6],[7]. The proposed encoder-decoder model trained
with the CCMatrix dataset has achieved a BLEU score of 15.68 and a
NIST (National Institute of Standards and Technology) score of 5.12
in English-to-Bangla translation.

2 Related Works
Traditional MT systems include Direct-Based MT systems that trans-
late individual words in a sentence at a time from one language to
another using a phrasebook. Corpus-Based MT relies on the study of
bilingual text corpora. Statistical MT (SMT) and Example-based MT
fall under this category. SMT is good for catching exclusions to rules.
The primary advantage of the SMT is that it does not require philo-
logical information in the translation process. Knowledge-Based MT,
on the other hand, requires to be formed based on ontology and the
semantic web. Lexical-Based MT systems translate individual words
with lexical information [8]. The encoder-decoder model has emerged
relatively recently and has been successful in many state-of-the-art
translation frameworks [9]. With the growing popularity of machine
learning models, NMT has been established as the new baseline for
MT systems. Contemporary NMT systems have been modernized by
Google [10] with phrase alignment [11] and attention mechanisms [12].
A comparison of NMT and SMT systems in recent bilingual studies is
given in Table 1.

The first notable Bangla-to-English MT system is the phrase-based
MT method proposed in 2010 [15]. Rule-based machine translation
(RBMT) was first proposed in a 2012 study to include assertive-
affirmative, negative, and interrogative sentences [16]. In the following
year, a tense-based (TBMT) system has been proposed [17]. Recur-
rent neural networks have also seen some success in English-to-Bangla
translation over the years [18]. [19] used the neural encoder-decoder
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Table 1. Comparison of NMT and SMT Systems for English to other
Languages [13], [14]

Language System BLEU
DE (German) SMT,

NMT
41.5,
61.2

EL (Greek) SMT,
NMT

47.0,
56.6

PT (Portuguese) SMT,
NMT

57.0,
59.9

PT (Portuguese) SMT,
NMT

41.9,
57.3

model for text normalization. On the basis of recent deep learning
work, [20] proposed a bidirectional encoder-decoder model for address-
ing the problem of Arabic NER, in which the encoder and decoder are
bidirectional LSTMs. Character-level embeddings are used in addition
to word-level embeddings, and they are combined via an embedding-
level attention mechanism. [21] proposes a novel Multimodal Encoder-
Decoder Attention Networks (MEDAN). The MEDAN is composed of
cascaded Multimodal Encoder-Decoder Attention (MEDA) layers that
can capture rich and reasonable question features as well as image fea-
tures by associating question keywords with important object regions
in the image. In conclusion, NMT has become the cornerstone of most
recent works on Bangla-English translation [3], [22]. Some of the rele-
vant studies are discussed in Table 2.

3 Corpus Data
3.1 Dataset Description

We obtain the CCMatrix dataset from OPUS [13]. CCMatrix is built
in a multilingual sentence space using a margin-based bitext mining
technique, resulting in many parallel sentences and tokens in differ-
ent languages. Training NMT systems for multiple language pairs was
used to assess the quality of the mined bitexts. English-Bangla paral-
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Table 2. Novel Bangla-English MT Studies

System Year Author
Phrase-Based MT 2010 Islam Z et al. [23]
RBMT 2012 Rhaman MK et al. [24]
TBMT 2013 Muntarina K et al. [25]
LSTM-RNN 2019 Islam MS et al. [16]
NMT 2019 Hasan MA et al. [26]
RNN 2020 Siddique S et al. [27]
Attention-based
NMT

2021 Abujar S et al. [17]

lel datasets with more than 10M combined tokens available in OPUS
and two other corpora relevant to this work are shown in Table 3 for
comparison. The CCMatrix dataset is chosen in this work since the
dataset is entirely built using the available sentence pairs on the in-
ternet, and it is not curated by human experts. The rationale behind
choosing the dataset is to enable the MT system to access a wide range
of vocabulary without being constrained by a specific corpus or human
expertise. Another justification is that the CCMatrix dataset is also
one of the most extensive datasets in terms of the number of tokens,
as shown in Table 3.

Table 3. Corpus Data
Corpus Bn Tokens En Tokens
WikiMatrix v1 35.3M 1000M
wikimedia
v2021040

10.3M 349.2M

CCMatrix v1 88.6M 98.7M
CCAligned v1 37.8M 38.9M
Tanzil v1 6.1M 5.6M
GlobalVoices 3.3M 4.9M
SUPara 244K 202K
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3.2 Data Pre-processing

After downloading the dataset, the raw text data is preprocessed in
several steps as shown in Figure 1. First of all, we perform Unicode
normalization and split the punctuations. Then we add a ‘start’ and
‘end’ token to each sentence. Then each sentence is cleaned by removing
special characters (if any). Then a word index is created and reversed
so that each ‘token id’ points to a unique word.

Figure 1. Preprocessing of the raw text

Traditional encoding schemes include sub-word regularization [28]
and byte pair encoding (BPE) [29], which have been used in some
NMT systems in the past. However, these encoding methods have
been shown to be suboptimal for pretraining in some cases [30]. As
an alternative, we vectorize the text data after the tokenization step in
this work. Vectorization refers to transforming the strings into an array
of token indices by using the Tensorflow [31] TextVectorization layer.
This layer implements an ‘adapt’ method that reads the input epoch-
by-epoch, much like model training. Importantly, the final dictionary
of tokens and words is also used to decode the output of the model.

4 Proposed Framework

4.1 Encoder-Decoder Model

The encoder-decoder model operates such that the conditional prob-
ability of the target sentence given the source sentence is maximized.
The encoder transforms the input phrase sequence into a dense vector
form, and the decoder takes that representation and converts it into
subsequent word sequences [23]. This leads to the model’s performance
being constrained by the maximum sentence length in training data.
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Any sentence longer than the maximum length may lead to inaccurate
translation. The neural attention mechanism is used to optimize this
model with more flexibility. Instead of directly encoding the input sen-
tence into a fixed-length vector, this method converts it into a sequence
of vectors. When translating the encoded text, a subset of these vectors
is chosen by employing this mechanism [24], [25], as shown in Figure 2.

Figure 2. Neural Attention-Based Encoder-Decoder

The encoder part of the model is a Gated Recurrent Unit (GRU).
This can also be implemented using bidirectional LSTM. The GRU is
initialized with Glorot uniform and acts as the encoder combined with
an embedding layer. The uniform distribution U[-a,a,] is defined as
follows.

a =

√
6

nin + nout
, (1)

where nin is the number of input neurons in the weight tensor, and nout
is the number of output neurons in the weight tensor.
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4.2 Neural Attention

The attention or alignment mechanism for the encoder-decoder model
retains all the input sentence’s hidden states during the decoding phase.
The attention model proposed by Bahdanau et al. used in this work
produces hidden states for each of the elements in the input sequence
from the encoder. The alignment score of each encoder output with
respect to the decoder inputs and hidden state is then calculated at each
step by multiplying the decoder’s hidden state by all of the encoder’s
hidden states defined as follows.

et =
⌈
sTt h1, . . . , s

T
t hTx

⌉
. (2)

Then the probability distribution is calculated as follows.

αt = softmax
(
et
)
. (3)

This gives the context vector as follows

at =

Tx∑
i=1

αt
ihi. (4)

The decoder uses this context vector to generate new hidden states.
The decoder produces a tensor, which is then passed through a text
vectorization layer to produce the final output.

4.3 Experimental Setup

The encoder-decoder model is implemented using Keras [27] with an
embedding dimension of 256 and 1024 units in each layer. The encoder
uses the Embedding layer to produce an embedding vector for each
token in an input array of tokens and then transforms the vectors using
the GRU layer. The processed sequence is passed as the attention
inputs, implemented by the Additive Attention layer. The decoder
does the exact same thing and uses the output of the GRU layer as
the ‘query’ to the attention layer. The model is trained using an RTX
2060 GPU with Nvidia CUDA 11.2. The loss function used for training
is Sparse Categorical Cross-entropy, and the optimizer is the Adam
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optimizer [32]. The total number of trainable parameters is 41,650,940.
In this paper, the model is trained for 30 epochs and tested on the
Tatoeba dataset [33].

5 Experimental Results and Discussion
The model training results are shown in Figure 3.

Figure 3. Training and validation loss curves during the model train-
ing. CE/token denotes cross-entropy loss per token in training and
validation data

The BLEU score [34] is the primary metric used to quantify the
model’s performance. NIST calculates the score by giving more weight
to the rarer correct n-gram [26], whereas BLEU measures edit distance
using n-grams up to length four. The geometric average of modified
n-gram precisions is used to calculate BLEU. The brevity penalty (BP)
is then calculated as

BP =

{
1 if c > r

e(1−r/c) if c ≤ r
, (5)
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where c is the length of the candidate translation and r is the length
of the effective reference corpus. The BLEU score is as follows:

BLEU = BP · exp

(
N∑

n=1

wn log pn

)
. (6)

A higher BLEU score indicates improvements in translation. Table 4
shows the BLEU score of the proposed model compared with the cur-
rent state-of-the-art models [4]. The proposed model’s performance is
on-par with the current best-performing models, as shown in Table 4.
Interestingly, the BLEU score of the model is higher than the Phrase-
based SMT, while the NIST score is marginally lower. The primary
intuition is that the CCMatrix corpus has a large number of commonly
used sentences, while the more complex and nuanced sentences are
more frequent in the SUPara and GlobalVoices corpora. Further stud-
ies using other datasets built using text mining can lead to a better
understanding of the model’s performance.

Table 4. Translation Accuracy
System Dataset BLEU NIST
Phrase-based
SMT + large
LM

SUPara, Glob-
alVoices

15.27 5.13

Attention-
based NMT

SUPara, SU-
Para

15.57 4.72

Attention-
based NMT
with BPE

SUPara, Glob-
alVoices

16.26 5.18

Proposed
Model

CCMatrix 15.68 5.12

The attention plot for a sample translation (How are you?-কেমন
আছেন আপনি?) shows that the majority of the weights are concentrated
on the diagonal of the matrix. This denotes which parts of the in-
put sentence have the model’s attention while translating, as shown in
Figure 4.
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Figure 4. Attention plot of a sample translation

The model can be hypothetically improved upon by occasionally
training with its own translations since the attention mechanism fa-
cilitates access to the previous output. Another aspect that demands
further study is how well the model performs for a specific vocabulary
and sentence length. Future works should also consider using trans-
fer learning for a more generalized model that can adapt to multiple
datasets. The model was not trained for Bangla-to-English translation,
which should also be considered an important criterion for a generalized
MT solution.

6 Conclusion

In this work, we have used a relatively newer approach for automated
English-to-Bangla translation using the CCMatrix dataset. The system
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can be extended further to deal with complex and compound sentences
with a more diverse vocabulary for translation. The same approach can
also be implemented for building a multi-language translation system.
Furthermore, the inclusion of a more extensive database of bilingual
dictionaries and adding more and more words to the lexicon can yield
an even better BLEU score for uncommon words and sentence struc-
tures. Successful implementation can deliver a sound expert system for
translating any text document from English to Bangla and vice versa.

7 Source Availability

The source code for this work is available at the following link
https://github.com/sadiredwan/cbmt-en-bn under CC by 4.0. Please
follow the ODC Attribution-Sharealike Community Norms and publish
any derivative works under a similar open license.
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