
Computer Science Journal of Moldova, vol.30, no.3(90), 2022

Kurtosis-Based Feature Selection Method using

Symmetric Uncertainty to Predict the Air

Quality Index

Usharani Bhimavarapu, M. Sreedevi

Abstract

Feature selection is vital in data pre-processing in machine
learning, and it is prominent in datasets with many features.
Feature selection analyses the relevant, irrelevant, and redundant
features in the dataset. Feature selection removes the irrelevant
features, which improves both the accuracy and prediction per-
formance. The significant advantages of reducing the number of
features from the dataset are reducing the training time, reducing
overfitting, decreasing the curse of dimensionality, and simplify-
ing the prediction model. The filter feature selection techniques
can handle the issues with the high number of features, and this
paper uses the symmetric uncertainty coefficient to verify the rel-
evance of the independent features. In this paper, a new feature
selection method named as kurtosis-based feature selection has
been proposed to select the relevant features which affect the
air pollution. Kurtosis-based feature selection is compared with
seven filter feature selection techniques on air pollution dataset
and validated the performance of the proposed algorithm. It has
been observed that the kurtosis-based feature selection extracts
only PM2.5 as the key feature and has been compared to the
accuracy of the five existing methods. The experimental results
illustrate that the kurtosis-based feature selection algorithm re-
duces the original feature set up to 91.66%, but the existing filter
feature selection techniques reduce the feature set to only 50%.
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1 Introduction
The features in the dataset may be repeated and noisy, and these
repeated reduce the learning model’s performance.This paper explains
how to choose the relevant features to predict the air quality index and ig-
nore the irrelevant features. The main advantages of feature selection
(FS) are improving the prediction performance by removing the irrele-
vant and redundant features and reducing the computational cost [1].

There are two types of FS techniques: classifier independent (filter)
and classifier dependent (wrapper, embedded) [2]. Filter FS techniques
give the grade for each feature and select the top k features from the
learning model. Some examples of the filter FS techniques are the
symmetric uncertainty [3], Relief, Fisher, Mutual Information [4], re-
cursive feature elimination, minimum redundancy maximum relevance,
Distributed FS [5]. The classifier-dependent techniques are the time
taking approaches as it needs a few learning algorithms to select the
best features, which reduces the accuracy and the performance [6].

We have assessed the performance of the filter FS techniques using
the machine learning techniques like linear regression, decision tree,
random forest, XGBoost, lasso regression, and clustering techniques.
Clustering techniques help to maintain the stability of a filter FS tech-
nique to perform similarity while selecting the subset of features with
the same cardinality. In this paper, we selected the best features by
measuring the stability of a method as its kurtosis of effectiveness across
the features in the dataset, and we compare the stability and the per-
formance of the seven filter FS methods. In this paper, we are using
the target feature to remove the irrelevant features.

The summary of the proposed work is:

• We performed filter FS techniques using the symmetric uncer-
tainty and found the minimal subset of features.

• We applied the threshold and constructed the correlation coeffi-
cient matrix to measure the dependency between the features.

• We have selected the best features by congregating the features
into clusters.

• We reduced the features and hence, the overfitting that improves
the prediction accuracy.
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The structure of the rest of the paper is as follows. Section 2 re-
views the antecedents of the FS techniques in various fields and dis-
cusses some existing FS techniques. Section 3 discusses the novel FS
algorithm that helps find the minimal subset of features to predict the
air quality index. Section 4 describes the experimental results, analyses
the proposed algorithm’s behavior, and presents the obtained results.
Section 5 concludes the paper.

2 Related work

FSs affect the model construction, and the predefined criterion evalu-
ates the optimization of the feature subset. FS approaches consist of
selection, evaluation stopping criterion, and validation. The filter FS
measures the relevance between the features, different metrics used for
this are correlation-based FS algorithms [7], distance-based FS algo-
rithms [8], statistics-based FS algorithm [9], information theory-based
FS algorithms [10]. The FS algorithms are divided into linear [11] and
non-linear FS algorithms [12]. Fran et al. [13] proposed the conditional
mutual information FS technique that is weakly dependent. Bennasar
et al. [14] proposed the joint mutual information, which extends the
conditional mutual information, and used the maximum, minimum
criteria. Zeng et al. [15] proposed interaction weight FS, which dy-
namically influences the mutual information of the features and the
class labels. Hu et al. [16] proposed the dynamic relevance and joint
mutual information to remove the redundant features. Kolli et al. [17]
proposed a granular feature multi-variant clustering-based genetic algo-
rithm for feature subset selection. This technique uses the granularity
of neighborhood-based rough sets and the fitness values as the threshold
to subset features. Sai Prasad et al. [18] proposed a novel left-to-right
and right-to-left framework to reduce the features and generate a finite
number of unique features.

3 Methodology

In this section, we proposed a novel filter FS algorithm, which com-
bines the symmetric uncertainty and the kurtosis to select the features
and obtain the low redundant features. Figure 1 shows the proposed
technique diagram.
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Figure 1. Proposed Block Diagram

In algorithm 1, first, we calculate the symmetric uncertainty values
in step-1. In step-2, we calculated the kurtosis of all these symmetric
uncertainty values and used this kurtosis value as the threshold. In
step-3, we generated the correlation coefficient matrix of the original
dataset, and in step-4, we constructed the binary matrix by applying
the threshold in the correlation matrix. After generating the binary
matrix, step-5 counted the values equal to 1 and stored these values in
the t + 1 column in the binary matrix. Step-6 generates the clusters
based on the binary t + 1 columns values, i.e., cluster all the similar
count areas in the single cluster. In step-7, we remove the redundant
features and maintain the relevant ones as the final subset.
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Algorithm 1.

Input: Data set D, feature set F= f1, ...fk
Output: Selected feature set S

1. Calculate the symmetric uncertainty of each feature and
arrange all the features in descending order based on the
symmetric uncertainty values.

2. Choose the kurtosis value as the threshold.

3. Find the correlation coefficient symmetric matrix for the
original dataset.

4. Apply the threshold value of the generated correlation
coefficient matrix.

(a) If the individual value of the correlation coefficient
matrix is greater than the threshold, place the value
equal to 1; otherwise, the value equal to 0.

(b) Repeat the procedure for all the features in the cor-
relation matrix.

5. Calculate the total number of ones in each row.

6. Combine all the features and form the clusters that have
the same weights.

7. Choose the highest symmetric uncertainty feature in
each cluster.

4 Results
This paper uses the data collected from 270 monitoring stations
from the Indian government website CPCB (Central Pollution Con-
trol Board); these stations automatically collect hourly air quality 24
hours per day. The data are open to the public. We collected signifi-
cant air pollutants, i.e., PM2.5, PM10, CO, NO2, SO2, O3 data, from
January 1, 2015, to September 1, 2019 [26]. We used Keras deep learn-
ing application programming interface with TensorFlow back end, and
we implemented an improved algorithm using the IDE Anaconda.
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We applied the proposed kurtosis-based FS(KBFS) algorithm to
the collected dataset and first calculated the symmetric uncertainty
on the collected air pollution dataset. We considered 12 features (PM
2.5, PM10, CO, NO, NO2, NOx, SO2, O3, NH3, Benzene, Toluene,
Xylene) as the input and AQI as the target feature. Figure 2 shows
the symmetric uncertainty values of the input features concerning the
target feature.

Figure 2. Sorted symmetric uncertainty

After calculating the symmetric uncertainty, we generated the cor-
relation coefficient matrix on the original dataset. Figure 3 shows the
correlation coefficient matrix for the air pollution dataset.

After generating the correlation coefficient matrix, calculate the
kurtosis for the symmetric uncertainty values according to Figure 2.
Set this value as the threshold value. Apply this threshold value to the
correlation coefficient matrix. If the coefficient matrix value is greater
than the threshold, then set value one; otherwise, set value zero. Figure
4 shows the generated binary matrix.

Count the number of ones in the binary matrix and record those
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Figure 3. Correlation matrix

Figure 4. Binary matrix
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counts in the t+1 column in the binary matrix. Figure 5 shows the
count for the binary matrix for each input feature.

Figure 5. Count in the binary matrix using the kurtosis as the threshold

Generate the clusters that have similar counts and select the rele-
vant feature from each cluster. We sorted all the features in the cluster
as per its symmetric uncertainty, and then we selected the best sym-
metric uncertainty as to the relevant feature. Figure 6 shows the final
subset of features.

Figure 6. Subset of features
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Table 1 tabulates different statistical tests used to find the thresh-
old we applied to the correlation matrix. These experimental results
showed that the final subset of features is only one for kurtosis, so it is
the best statistical test measure to set as the threshold.

Table 1. Different statistical tests used for threshold in symmetric
uncertainty

Statistical Tech-

niques

Total Features Selected Fea-

tures

Mean 12 8
Median 12 6
Mode 12 6
Variance 12 6
Standard deviation 12 6
kurtosis 12 1

Table 2 tabulates the comparison of the different filter FS tech-
niques. From the results, we observed that selected features using the
symmetric uncertainty are smaller than the remaining filter FS tech-
niques.

Table 2. Comparison of different filter FS techniques

FS Techniques Total Features Selected Fea-

tures

Anova 12 6
Correlation Feature se-
lector

12 5

mRmR 12 6
Fisher 12 5
Mutual Information 12 2
Information Gain 12 4
Gain ratio 12 3
RelieF 12 3
Variance 12 5
Symmetric Uncertainty 12 1
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We reduced the number of features using the filter FS methods,
keeping the relevant features that help predict the accurate air quality
index. In comparison, the proposed technique selects the most relevant
features, and the remaining FS techniques keep an average of 42% of
the original features, but the kurtosis-based FS technique reduces the
features up to 83.33%, whereas the remaining filter feature selection
reduction rate ranges from 40% to 50%. Figure 7 shows the comparison
of reduced rates of features using various FS techniques.

Figure 7. Comparison of reduction rates of features using various FS
techniques

We analyzed the air quality dataset using machine learning tech-
niques. We also analyzed the complete air pollution dataset, and the
features were selected using the kurtosis-based FS by evaluating the
performance metrics like correlation coefficient, root-mean-square er-
ror, and accuracy. We implemented the proposed kurtosis-based FS
algorithm on different machine learning algorithms and tabulated it in
Table 3.

We discussed the performance comparison of the machine learning
classifiers after performing the FS. Table 4 compares the different FS
techniques using the different classifiers. This paper uses the classifiers
Random Forest(RF), Linear Regression(LR), and Principal Component
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Table 3. Comparison of different machine learning algorithms with
proposed technique

Classifiers
Without FS With FS

r R2 RMSE ACC r R2 RMSE ACC
Decision Tree 0.847 0.717 37.07 76.95 0.894 0.826 29.53 91.76
Linear Regres-
sion

0.827 0.736 35.45 74.53 0.874 0.825 31.42 89.34

Lasso regres-
sion

0.814 0.717 37.83 78.58 0.872 0.838 29.32 89.53

Random Forest 0.864 0.767 36.34 78.56 0.914 0.848 21.57 93.78
XGBoost 0.826 0.762 33.56 72.45 0.893 0.852 27.45 89.74
Support Vector
machine

0.823 0.736 33.53 72.54 0.864 0.857 25.53 88.86

Analysis(PCA).

From the results, we observed that processing time is less for the
proposed technique. We observed that accuracy significantly improved
by applying the proposed technique and accomplished better perfor-
mances for the symmetric uncertainty for the random forest classifier,
and the processing time is 09ms.

We assessed the correlation between the major air pollutants
PM2.5, CO, NO2, O3, SO2, and the air quality index and finally ex-
plored their relationship. Figure 8 shows the correlation between the
major air pollutants and the air quality index.

This research finds the minimal subset of features that helps predict
the accurate air quality index. From the observations, we found that
PM2.5 is a relevant feature to predict the air quality index.

5 Conclusion

The objective of the FS is to select a minimal subset of relevant features.
We proposed a kurtosis-based FS algorithm to reduce the dimension-
ality of the air pollution data by selecting the best features, which
enhances the prediction performance. This paper discusses different
filter FS techniques and various statistical tests to finalize the thresh-
old to find the best fit subset of features. The authors performed the
comparison for different filter FS techniques, the results showed that
the proposed kurtosis-based FS algorithm improves the prediction per-
formance.
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Table 4. Comparison of different FS techniques using different classi-
fiers

Classifier Measure r R2 RSME ACC PT(ms)

RF

Chi-
square [19]

0.825 0.701 36.54 85.78 13

Relief [20] 0.802 0.703 37.73 84.62 14
MultiSurf
[21]

0.826 0.708 36.86 85.34 13

Ensemble
FS [22]

0.904 0.748 31.57 83.78 11

Anova [23] 0.809 0.717 38.45 84.03 14
M-Cluster
FS [24]

0.895 0.826 22.45 91.34 10

SU-
MLP [25]

0.897 0.829 22.13 92.31 10

Proposed 0.914 0.848 21.57 93.78 09

LR

Chi-
square [19]

0.818 0.716 39.69 85.27 13

Relief [20] 0.817 0.701 41.96 84.93 13
MultiSurf
[21]

0.814 0.701 40.51 85.34 12

Ensemble
FS [22]

0.910 0.741 36.54 83.53 11

Anova [23] 0.813 0.704 39.34 85.45 14
M-Cluster
FS [24]

0.862 0.817 32.68 87.68 13

SU-
MLP [25]

0.869 0.821 31.79 88.95 13

Proposed 0.874 0.825 31.42 89.34 12

PCA

Chi-
square [19]

0.834 0.705 25.52 86.19 12

Relief [20] 0.827 0.719 26.34 85.82 12
MultiSurf
[21]

0.829 0.715 25.64 86.45 13

Ensemble
FS [22]

0.918 0.749 22.49 86.57 12

Anova [23] 0.827 0.721 27.54 85.73 12
M-Cluster
FS [24]

0.884 0.815 21.53 90.27 12

SU-
MLP [25]

0.889 0.821 20.84 90.95 12

Proposed 0.894 0.826 20.53 91.76 11
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Figure 8. Correlation between the major air pollutants and the air
quality index
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