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Abstract

Residual neural network (ResNet) is a Deep Learning model
introduced by He et al. in 2015 to enhance traditional convolu-
tional neural networks proposed to solve computer vision prob-
lems. It uses skip connections over some layer blocks to avoid
vanishing gradient problem. Currently, many researches are fo-
cused to test and prove the efficiency of the ResNet on different
domains such as genomics. In fact, the study of human genomes
provides important information on the detection of diseases and
their best treatments. Therefore, most of the scientists opted for
bioinformatics solutions to get results in a reasonable time.

In this paper, our interest is to show the effectiveness of the
ResNet model on genomics. For that, we propose two new ResNet
models to enhance the results of two genomic problems previ-
ously resolved by CNN models. The obtained results are very
promising and they proved the performance of our ResNet mod-
els compared to the CNN models.

Keywords: Deep Learning, genomics, convolutional neural
network, companion, Residual neural network, super-enhancers,
viral genomes.

1 Introduction
Machine Learning (ML) is one of the artificial intelligence fields, which
is interested in the design and development of intelligent algorithms
that learn and evolve with experiences to discover knowledge or make
decisions (predictions) without being humanly guided or explicitly pro-
grammed to handle particular data. Indeed, the learning process begins
with observations of data, experience, instructions, or examples to find
the best model which can be able to make the best decisions in the
future.
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Deep Learning (DL) is the emerging technique of Machine Learn-
ing. Its basic concepts and models have derived from the Artificial
Neural Network which mimics the activity of the nervous system of
the human brain to intelligentize algorithms and avoid tedious human
labor. DL has several computational models such as Deep fully con-
nected neural networks (DNN), Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN), Auto-encoder, Generative adver-
sarial networks (GAN), Graph convolutional neural networks (GCN),
Residual Neural Network (ResNet), etc. Most of them have provided
their effectiveness in specific research areas such as computer vision
[51, 52], natural language processing [53, 54, 55], and signal processing
[56].

Currently, Deep Learning is an extremely active research area in
bioinformatics [7, 15, 24, 26, 27, 37] due to the massive evolution of bi-
ological data. Its algorithms proved their efficiency in many critical life
situations. They allow predicting many diseases, treatments, and bio-
logical phenomena from the analysis and interpretation of various types
of data [1, 9, 10, 22, 24, 41]. In fact, most of the bioinformatics research
is focused on Molecular biology which usually is called genomic. It is
mainly interested in studying the cell at the molecular level, i.e., un-
derstanding the interactions between the different molecular systems of
a cell, including the interactions between these macromolecules (DNA,
RNA, and protein biosynthesis), as well as learning how these interac-
tions are regulated.

In fact, many bioinformatics frameworks based on Deep Learning
were developed in the literature to solve genomics problems. Xu et al.
[37] proposed DeepEnhancer framework for predicting enhancers us-
ing convolutional neural networks (CNN). They used the FANTOM5
permissive enhancer dataset, JASPAR database and ENCODE cell
type-specific enhancer datasets to train and test their model. Zhou
et al. [40] developed a Deep Learning-based algorithmic framework,
called DeepSEA to predict the noncoding-variant effects de novo from
sequence. The proposed model is trained and tested on a regulatory se-
quence code from large-scale chromatin-profiling data. Alipanahi et al.
[3] used also deep convolutional neural networks to develop DeepBind
approach for predicting the sequence specificities of DNA- and RNA-
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binding proteins. This approach is trained and tested on in vitro data,
and it addressed many challenges we cite: (i) it can be applied to both
microarray and sequencing data; (ii) it can tolerate a moderate degree
of noise and mislabeled training data and (iii) it can train predictive
models fully automatically, alleviating the need for careful and time-
consuming hand-tuning. Likewise, SpliceFinder [34] and Splice2Deep
[2] were designed to predict splice sites of human genomic using CNN
model. The both works are trained and validated on some genomic
sequences such us Homo sapiens, Oryza sativa japonica, Musmusculus,
Drosophila melanogaster, and Daniorerio. In fact, there are so many
critical frameworks worthy of our interest that we cannot cite them all.

Most of the genomic Deep Learning solutions are based on the CNN
models. As is already known, CNNs are very useful in solving image
classification and visual recognition problems. However, studies have
shown that if the network has too many layers, we can observe the
degradation of performance due to the vanishing or exploding gradient
problem [57]. Accordingly, ResNet was introduced [42] to solve this
problem by using skip connections (identity connections) or shortcuts
(that create residual blocs) to jump over some layers which allow the
network to retain what it has previously learned.

Recently, researchers are motivated to implement new genomic so-
lutions using ResNet models we cite: Li et al. [44] developed ResPRE
method to predict residue-level protein contacts using inverse covari-
ance matrix of multiple sequence alignments. Sun et al. [45] pro-
posed RNAcontact algorithm for predicting RNA inter-nucleotide 3D
closeness. Shuvo et al. [46] introduced QDeep method to present new
distance-based single-model quality estimation by harnessing the power
of stacked deep ResNets. Zhang et al. [47] predicted Gene Expression
from DNA Sequence. Zhang and Shen [49] proposed ThreaderAI to im-
prove protein tertiary structure prediction. Kandel at al. [50] presented
PUResNet model for predicting protein-ligand binding sites. Li and Xu
[48] developed a new model of convolutional residual neural network
for predicting protein structure using Inter-residue distance prediction.
Wang et al. [43] proposed RPRes to predict RNA secondary struc-
ture profile. However, the number of these proposals remains modest
compared to the CNN ones.
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In this paper, we propose two new residual neural network models
for two genomic problems. The first proposition aims for predicting
super-enhancers on a genome scale, and the second aims for predicting
viral genomes. Our purpose is to improve the results obtained by previ-
ous solutions based on CNN models [5, 59] and prove the effectiveness
of ResNet models in genomic science. Moreover, there are three reasons
behind this motivation: (i) first, ResNet was created to optimize the
performance of CNN for avoiding the vanishing gradient problem, (ii)
second, to the best of our knowledge, none of the literature research on
super-enhancers or vital genome prediction is utilizing ResNet-based
approach, and (iii) third, the obtained results proved the performance
of our proposals compared to the CNN models.

2 Related works

2.1 Super-enhancers prediction

The prediction of super-enhancers (SEs) has prominent roles in biolog-
ical and pathological processes. They play critical roles in the control
of cell-type-specific genes programs, especially that related to the de-
tection and progression of tumors [8, 14, 18, 32, 36]. SEs are defined
as clusters of transcriptional enhancers. They are formed by binding of
high levels of enhancer-associated chromatin features that drive high-
level expression of genes encoding key regulators of cell identity [16,
26, 30].

The identification of SEs is based on the differences in their abil-
ity to bind markers of promoter transcriptional activity [32], including
cofactors such as mediators (MED1, MED12) and cohesions (Nipbl,
Smc1), histone modification markers (H3K27ac, H3K4me1, H3K4me3,
H3K9me3), chromatin regulators (Brg1, Brd4, Chd7), and chromatin
molecules (p300, CBP). Furthermore, Whyte et al. [35] indicated
five embryonic stem cell (ESC) transcription factors to occupy super-
enhancers (Oct4, Sox2, Nanog, Klf4, and Esrrb). However, there are
many additional transcription factors that contribute to the control of
ESCs [27, 29, 39]. In [14], authors tested ChIP-Seq data for fifteen
additional transcription factors in ESCs and explored whether they oc-
cupy enhancers defined by Oct4, Sox2, and Nanog (OSN) co-occupancy.
Their experiment results showed that six additional transcription fac-
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tors (Nr5a2, Prdm14, Tcfcp2l1, Smad3, Stat3, and Tcf3) occupy both
typical enhancers and super-enhancers and that all of them are enriched
in super-enhancers.

Recently, many studies [23, 31, 32] proved that gene transcriptional
dysregulation is one of the core tenets of cancer development that in-
volves in noncoding regulatory elements, such as TFs, promoters, en-
hancers, SEs, and RNA polymerase II (Pol II). In particular, SEs play
core roles in promoting oncogenic transcription to accelerate cancer de-
velopment [4, 7, 32]. Recent research showed that cancer cells acquire
super-enhancers at the oncogene, and cancerous phenotype relies on
these abnormal transcription propelled by SEs [13, 25]. Accordingly,
it is important to understand super-enhancers and their components
since they control much disease-associated sequence variation that oc-
curs in these regulatory elements [12, 14, 21] in large amounts of data
in order to better understand biological processes. This knowledge can
lead to discoveries that improve quality of life (i.e., designing more ef-
fective medical treatments or discovering certain severe illness in its
early stages).

There are few bioinformatics works based on Machine Learning pro-
posed to predict super-enhancers of the genomes. Authors of [19] imple-
mented and compared six different Machine Learning models to iden-
tify key features of SEs and to investigate their relative contribution
to the prediction. The six models include: Random Forest, Support
Vector Machine, k-Nearest Neighbor, Adaptive Boosting, Naive Bayes,
and Decision Tree. To validate their idea, they used 10-fold stratified
cross-validation, independent datasets in four human cell-types and a
set of publicly available data. Authors of [5] proposed a new computa-
tional method called DEEPSEN for predicting super-enhancers based
on a convolutional neural network. The proposed method is trained
and tested on 36 SEs features, where 32 ones are used in [19], and 4
others are selected from ChIP-seq and DNase-seq datasets.

2.2 Viral genomes prediction

Viral metagenomics is the science that studies human, animal, and
plant viral diseases. It consists of describing the total viral genome, or
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virome for the discovery of new viruses. The results of metagenomics
have allowed advances in diagnosis, molecular epidemiology, and viral
evolution, and these studies have great relevance for re-evaluating con-
cepts in pathology and, in particular, the biological role of viruses in
an organism [60, 61, 62].

The detection of potential viral genomes in human biological sam-
ples is a crucial step in the viral metagenomics process. It currently
represents an interesting problem in the field of bioinformatics. It aims
to identify a human virome in DNA sequences extracted by a previous
phase of metagenomics. Indeed, viruses are reservoirs and carriers of
genes, suggesting that the human virome may have played a central
role in human adaptation and evolution [64]. This importance reveals
the need to update the methods used by this science.

In fact, there are some bioinformatics works based on Machine
Learning proposed to identify viral DNA sequences. Ren et al. [64]
implemented VirFinder based on the k-mers approach. Ren et al. [65]
proposed a new computational method called DeepVirFinder based on
a convolutional neural network. Tampuu et al. [59] enhanced the pre-
vious approach by proposing a parallel model called ViraMiner which
is based on two CNN branches configured differently.

3 Proposed models

This section is devided into two parts. The first one presents the ResNet
model proposed to predict super-enhancers, and the second part de-
scribes the ResNet model proposed to identify viral genomes.

3.1 ResSEN: Residual Neural Network for predicting

super-enhancers

3.1.1 Datasets

The public database used to train and test our approach is used in [19]
and [5] published previously. In fact, there are 36 features (see Table
1) incorporated in publicly available ChIP-seq and DNase-seq datasets
of mouse embryonic stem cells (mESC) taken from Gene Expression
Omnibus (GEO).
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Table 1. Features of datasets used by [5] and our approach.

Super-enhancers data type Features

Histone modifications H3K27ac, H3K4me1, H3K4me3,
H3K9me3

DNA hypersensitive site DNaseI

RNA polymeraseII Pol II

Transcriptional co-activating
proteins

p300, CBP

P-TFEb subunit Cdk9

Sub-units of Mediator complex Med12, Cdk8

Chromatin regulators Brg1, Brd4 and Chd7

Cohesin Smc1, Nipbl

Subunits of Lsd1-NuRD com-
plex

Lsd1, Mi2b

Histone deacetylase H-DAC2, HDAC

Transcription factors Oct4, Sox2, Nanog, Esrrb, Klf4,
Tcfcp2l1,
Prdm14, Nr5a2, Smad3, Stat3,
Tcf3

Sequence signatures AT content, GC content, phast-
Cons,
phastConsP, repeat fraction
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The datasets contain 11100 samples. Among them, 1119 are posi-
tive and 9981 are negative. To train, test, and compare our ResSEN
approach, we divided those samples into training datasets and test
datasets, where 90% (i.e., 9990) are used for training and 10% (i.e.,
1110) are used for performance testing (see Table 2).

Table 2. Division of samples.

Datasets Samples size Positive
samples

Negative
samples

Training datasets 9990 1006 8984
Test datasets 1110 113 997

Notice that the samples used in the validation phase are the same
used in the test phase because the total number of samples is insufficient
to be devised into three sub datasets.

3.1.2 ResSEN model

ResSEN model is composed of an input layer, a convolution layer, a
pooling layer, two residual blocks and a fully connected layer.

a. Input layer

Thirty six (36) characteristics are used to predict the super-
enhancers (see Table 1). So, there are 36 nodes in the input layer. The
values of these nodes are normalized (using Eq. (1)) and standardized
(using Eq. (2)) before they are transmitted to the next network layers.

y = (x−min) + (max−min), (1)

where x is the input node value, and max,min are the maximum,
minimum values between input nodes.

z = (y–mean)/standard deviation, (2)

where y is the normalized node value, mean is calculated using Eq.
(3), and standard deviation is calculated using Eq. (4):

mean = sum(y)/count(y), (3)
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standard deviation =
√

(sum((y −mean)2)/count(x)). (4)

b. Convolutional layers

ResSEN is composed of five convolutional layers: i) a convolutional
layer before the first residual block, and ii) two convolutional layers for
each residual block (2× 2= 4).

In the first convolutional layer we applied 64 filters of size 1 × 7,
followed by Max-pooling with pool-size 1 × 3 and stride 1. The first
residual block has two convolutional layers, we applied 128 filters of
size 1 × 3 in the first one, and 256 filters of the same size 1 × 3 in
the second one. The second residual block has also two convolutional
layers. In the first layer, we applied 256 filters of size 1 × 3, while in
the second layer, we applied 512 filters of the same size 1× 3.

Figure 3 illustrates the filters’ parameters of the five convolutional
layers.

Each convolutional layer is followed by a Batch Normalization (BN)
layer (see Fig. 1) which is used to improve the speed, performance, and
stability of deep neural networks [11], [17].

c. Activation layer

Deep learning usually employs a multilayer network and the gradi-
ent algorithm to train models, therefore it requires heavy computing,
and the learning is often trapped into local minima. Currently, studies
propose the rectified linear unit (ReLU) as the activation function to
address this problem because its gradient is simple to compute, which
allows the model to train easier, faster, and perform better [7].

Consequently, ResSEN uses ReLU as an activation function:

ReLU(x) = max(0, x). (5)

d. Add identity

For each residual block, ResSEN uses convolution block strategy to
add the block’s input to the block’s output. This type of design requires
that the block’s output and its input have the same shape (size), so
they can be added together. The output of the first block will be the
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Figure 1. ResSEN model
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Figure 2. Residual Block of ResSEN

input of the second block and the output of the second block will be
the input of the fully connected layer. The structure of each residual
block is shown in Fig. 2.

To transform the block’s input into the desired shape, we introduced
256 convolutions (256 filters) of size 1×3 for the first residual block and
512 convolutions (512 filters) of size 1×3 for the second residual block
(see Fig. 3).

e. Fully connected layer

The fully connected (FC) layer of the ResSEN is structured as fol-
lows:

• The number of input neurons is 17408.

• The activation function is ReLU.

• The number of output layer is 2 neurons.

• The function used to calculate the probability of the output
classes is: Softmax (see Eq. (6)).

Softmax(xj) = max
exi

∑

j e
xi

, j ∈ {1, 2, ....k}, (6)
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Figure 3. ResSEN convolutional layers parameters

where, k is the number of classes. Moreover, to obtain the predicted
class A, we applied the argmax function to the Softmax function
output:

A = argmax(Softmax(xj)). (7)

• So, if A = 1, the predicted class is positive, which means the
presence of the super-enhancers in the genome;

• if A = 0, the predicted class is negative, which means the absence
of super-amplifiers in the genome.

3.1.3 ResSEN training

ResSEN training is based on supervised learning, which consists of
calculating the optimal weights using the input matrix D (the data
samples) and the output matrix A (the desired outputs or the class
labels) corresponding to D. D is a matrix of size N × 36, and A is
a binary matrix of size N × 1, where N is the number of samples,
which is set to 9900. A[i] = 1 if the corresponding sample represents
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the super-enhancer class, otherwise, A[i] = 0. During the training
phase, ResSEN uses the cross entropy loss function that measures the
difference between the calculated output and the desired output (see
Eq. (8)).

J(Θ) =
1

n

n
∑

i=1

ailog(hΘ(x
i)) + (1− ai)log(1 − hΘ(x

i)), (8)

where, Θ is the set of parameters, n is the number of samples, ai is the
label of xi, hΘ(x

i) is the predicted label of xi.

To update ResSEN weights, we used Backpropagation model and
Adam method [20]. The latter is an adaptive learning rate optimization
algorithm that is designed to improve the classical method of stochastic
gradient descent (SGD) aiming at accelerating deep neural network
learning. It automatically adapts the learning rate for each parameter
by calculating adaptive estimates of moments.

3.2 ResVG: Residual Neural Network for predicting vi-

ral genomes

3.2.1 Datasets

The datasets used to train, validate, and test our approach are used
in the work of Tampuu et al. [59] published previously. There is a set
of metagenomic sequences taken from different samples such as skin,
serum, and condyloma, obtained by merging and mixing 19 experi-
ments. These last are divided into medium-sized ones (of 300 bp). The
datasets contain 264049 samples. Among them, 5551 are positive (vi-
ral sequences) and 258498 are negative (non-viral sequences). To train,
test, and compare our ResVG approach, we divided those samples into
training, validation, and test datasets, where 80% (i.e., 211239) are
used for training, 10% (i.e., 26405) are used for validation, and 10%
(i.e., 26405) are used for performance testing (see Table 3).

3.2.2 ResVG model

ResVG model is composed of an input vector, convolutional layers,
batch normalization layers, ReLU activation layers, a Max pooling
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Table 3. Division of viral genome samples

Datasets Samples size Positive
samples

Negative
samples

Training datasets 211239 4466 206773

Test datasets 26405 551 25854

Validation datasets 26405 534 25871

layer, a residual block, a Global Average Pooling layer, and a fully
connected layer.

a. Input data

ResVG uses DNA sequences of length 300 bp, each one is coded
in binary on 4 bits. Indeed, there are 4 possible values (ACGT): A
= 1000, C = 0100, G= 0010, and T = 0001. So, each input vector
corresponds to a 1D sequence (an array) of length 300 with 4 channels
(as shown in Fig. 4). This means that there are 1200 input neurons
for the network.

b. Convolutional layers

ResVG is composed of three convolutional layers: i) a convolutional
layer before the first residual block; ii) two convolutional layers for the
residual block.

In the first convolutional layer, we applied 64 filters of size 1 × 7,
followed by Max-pooling with pool-size 1×4 and stride 1. The residual
block has two convolutional layers; for both, we applied 1000 filters of
size 1× 11.

As the first proposal, each convolutional layer is followed by a Batch
Normalization layer (BN) and ReLU (rectified linear unit) activation
layer.

c. Add identity

For a residual block, ResVG uses also convolution block strategy to
add the block’s input to the block’s output. Therefore, to transform
the ResVG block’s input into the desired shape, we introduced 1000
convolutions (1000 filters) of size 1× 11 (see Fig. 4).

d. Fully connected layer
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Figure 4. ResVG model
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The fully connected (FC) layer of the ResVG is structured as fol-
lows:

• The number of input neurons is 1001.

• The activation function is ReLU.

• The number of output layer is 2 neurons.

• The function used to calculate the probability of the output
classes is: Softmax (see Eq. (6)).

3.2.3 ResVG training

ResVG training is based on supervised learning, which consists of calcu-
lating the optimal weights using the input matrix D (the data samples)
and the output matrix A (the desired outputs or the class labels) cor-
responding to D. D is a matrix of size N × 1200 (300× 4), and A is a
binary matrix of size N × 1, where N is the number of samples which
is set to 211239. A[i] = 1 if the corresponding sample represents the
viral class, otherwise, A[i] = 0.

During the training phase, ResVG uses the cross entropy loss func-
tion to measure the difference between the calculated output and the
desired output, and Backpropagation model and Adam method [22] to
update network weight’s.

4 Experimental results and comparison
In the context of binary classification, the evaluation of models is based
on some performance measures that are computed from the confusion
matrix (see Table 4). Thus, to evaluate and compare our model’s per-
formance with those published by DeepSEN [5] and ViraMiner [59], we
calculated accuracy, recall, precision, and F1-score for ResSEN model
and accuracy, precision, and AUROC (TPR vs FPR) for ResVG model.

Accuracy =
TP + TN

TP + TN + FP + FN
, (9)

TPR(TruePositiveRate)/Recall =
TP

TP + FN
, (10)

Precision =
TP

TP + FN
, (11)
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Table 4. Confusion matrix

Actual class

+ -

Predicted class + True Positives True Negatives
- False Positives False Negatives

F1Score =
2 ∗ Precision ∗Recall

Precision+Recall
, (12)

FPR(FalsePositiveRate) =
FP

TN + FP
. (13)

Notice that the TPR and FPR are used by the AUROC curve to
represent the separability degree between classes.

The best results obtained by testing the best models of ResSEN
and ResVG are compared respectively with those of DeepSEN and
ViraMiner. Those comparisons are shown in Figs. 5 and 6.

Figure 5. Performance comparison graph of ResSEN and DeepSEN in
the validation and the test phases

In the DeepSEN paper, the authors proposed a model with three
convolutional layers (followed each one by a pooling layer) and a fully
connected layer. They mentioned that their model achieved an accu-
racy of 98% [5]. However, by checking the DeepSEN code published
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Figure 6. ResVG results

in [6], we found that they used 80% of samples in the training phase
and all datasets (100% of samples) in the testing phase, which is wrong
according to the learning strategy [33], [38]. Ideally, the model should
be tested on samples that were not used in the training phase.

So, to ensure a fair comparison with our ResSEN model, we re-
executed the DeepSEN using 90% of samples for training and 10% of
samples for testing. The obtained results (see Fig. 8), show that the
best model of the DeepSEN achieves an accuracy of 93,64% and a pre-
cision of 90%. However, in both cases (validation with all the datasets
or with 10% of samples), we noticed the presence of the overfitting
problem. The latter is clearly modeled in the accuracy and loss curves
that we generated after re-executed DeepSEN (see Fig. 7). Know-
ing that, the blue and the orange curves represent the development of
accuracy/loss in the training phase and in the validation phase, respec-
tively.

Figure 8 shows the accuracy and loss curves of ResSEN model. In
this case, there is no overfitting problem. We noticed a harmonization
between the curves generated in training and test phases. Finally, the
results shown in Figs. 5, 7, and 8 prove that our proposed model
outperforms that of DeepSEN for the prediction of super-enhancers.

Furthermore, in ViraMiner paper, authors proposed a model with
two branches. The first uses a single convolutional layer of 1000 fil-
ters followed by GlobalMaxPooling layer. The second branch also uses
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a single convolutional layer of 1200 filters followed by GlobalAverage-
Pooling layer. The results of the two branches are concatenated to find
the inputs of the last FC layer.

Figure 7. (a) DeepSEN accuracy curve, (b) DeepSEN loss curve

Figure 8. The feature vector set

To ensure a fair comparison with our ResVG model, we re-executed
the ViraMiner model published in [66] using 80% of the samples for
training, 10% for validation, and 10% for testing. The obtained results
are shown in Figs. 6, 9, and 10.

Comparing the results of ViraMiner with our results, we noticed
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that the AUROC curve of ViraMiner is the best; however, there is a
big difference in the precision performance. Moreover, by analyzing the
loss curves, we noticed that the ViraMiner model has a big overfitting
problem compared to our Model. Finally, we can say that our ResVG
model has optimized the prediction performance of viral genomes com-
pared to the ViraMiner model, especially in the validation phase.

Figure 9. (a) The AUROC curve of ViraMiner, (b) The AUROC curve
of ResVG

Figure 10. (a) The loss curve of ViraMiner, (b) The loss curve of ResVG

5 Conclusion
This paper is proposed to prove the performance of the ResNet model
to solve genomic problems and to tackle the overfitting problem pre-
sented in the CNN models. Therefore, we proposed two ResNet models
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called ResSEN and ResVG. The first model aims to predict the presence
of super-enhancers on genome scale, it was tested and evaluated using
11100 samples composed each one of 36 features of mESC datasets
taken from Gene Expression Ominibus (GEO). The second model aims
to identify viral genomes, it was evaluated using 264049 metagenomic
sequences of the size of 300 bp. The obtained results were compared
respectively with those of two CNN models called DeepSEN [5] and
ViraMiner [59] models. Comparisons showed that the overfitting prob-
lem is clearly disappeared in the ResSEN model and improved in the
ResVG model. The final results showed also that the ResSEN is better
than the DeepSEN for predicting super-enhancers and ResVG is better
than the ViraMiner for identifying viral genomes but it can be more
enhanced in the future by testing another optimized model of a CNN,
like DenseNet or SENet. Finally, we conclude that the ResNet model
can be a best solution for some genomic problems and it deserves to
be tested in this domain.
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