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Abstract

In this paper, the queuing theory is used to model cloud com-
puting environment. The aim of this job is to analyze the re-
sponse time as a measure of the Quality of Service (QoS) of com-
puter services. In the cloud computing, multi resources need to
be allocated simultaneously to multiple customers. When a cus-
tomer requests for a service, if servers are busy, the requested job
enters into the waiting line until a server completes its service.
So, this may lead to a bottleneck in the network. By modeling
cloud platforms by a queuing network, it can be easy to deter-
mine and to measure the QoS. The arrival rate and the service
rate of processing servers are two main parameters that can af-
fect the performance of the model; so, they are used to analyze
the performance of the model. This paper proposes a queuing
model which is applied at multiple servers in order to analyze
the response time and also to improve the network performance
and QoS effectively in a cloud computing environment.

Keywords: Cloud Architecture, Queuing System, Response
Time, Quality of Service.

1 Introduction

Cloud computing has been an emerging technology for provisioning
computing resource and providing infrastructure of web applications in
recent years. Cloud computing greatly lowers the threshold for deploy-
ing and maintaining web applications since it provides infrastructure
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as a service (IaaS) and platform as a service (PaaS) for web applica-
tions [1]. Consequently, a number of web applications, particularly the
web applications of medium and small enterprises, have been built into
a cloud environment. Meanwhile, leading IT companies have estab-
lished public commercial clouds as a new kind of investment. For ex-
ample, Amazon Elastic Compute Cloud (Amazon EC2) is a web service
that provides resizable compute capacity in the cloud. It is designed
to make webscale computing easier for developers [2]. Google App
Engine enables enterprises to build and host web applications on the
same systems that power Google applications. App Engine offers fast
development and deployment; simple administration, with no need to
worry about hardware, patches or backups; and effortless scalability [3].
The cloud providers usually offer high performance, scalability, secu-
rity, and high availability services. In summary, both of the numbers of
cloud applications and providers have kept gradually increasing for a
couple of years. As a result, performance managing and guaranteeing
the Quality of Service (QoS) have been ones of the most important
aspects of clouding computing [8].

The response time is an important characteristics of the system
performance, and response time metrics may be a part of service level
agreement. This paper considers the response time for services as a
measure to evaluate the QoS. The response time is the total time that
takes for a job to enter into the system and depart from it. It includes
the waiting time before getting the service and the service time. In the
architecture of cloud computing systems, it is considered that there
are infinite computing resources available on-demand, which allows the
resources to be expanded as needed. Response time is an important
characteristics of system performance, and response time metrics may
be a part of service level agreement.

[4] studied a popular model of cloud computing that consists of
services that are entered and delivered from a service center that is
accessible from anywhere in the world. The two main components in
architecture are the front-end (the gateway) and the back-end (servers).
The front-end provides the software components and interfaces that a
customer connects to the servers through it. The back-end, which is
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the actual cloud architecture, includes a function to manage the jobs
queue, the servers and their virtual machines (VMs), and the database
system. To avoid database inconsistencies, it is usually considered only
one storage (i.e., database) server.

Our focus is on the back-end (which we call cloud). This component
of the architecture contains the processing servers and a data service.
We considered an entry point for the cloud to contact customers to re-
ceive their requested jobs and to send the result through the (Internet)
network. Customers’ requests are transmitted to the webserver run-
ning a service application [5], associated with an SLA (Service Layer
Agreement)

Queuing theory is used to model the architecture and to manage
the response time for the services. The queued model lets the cloud to
be optimally scaled to guarantee the quality of service for the response
time. Also this model considers the proper deployment and removal
of virtual machines according to the system load. Authors in [6] used
queuing model to model the process of entering into the cloud and to
schedule and to serve incoming jobs. In that paper, the main problem
is to allocate resources in the queuing systems as a general optimization
problem for controlled Markov process with finite state space. Authors
in [7] studied performance management on cloud using multi-priority
queuing systems. In that work, the web applications are modeled as
queues, and the virtual machines are modeled as service centers; they
could be distinguished into two groups of priority classes with each
class having its own arrival and service rates. In addition, the author
in [8] showed how to compute performance bounds for the stochastic
control policy of Markov decision processes with average cost criteria.
In other words, he found bounds on performance with respect to an
optimal policy.

An open Jackson network [9],[10] of M/M/m and M/M/1 queues is
considered to model the cloud. We have two types of server, processing
and database servers. We are also interested in the modeling QoS
performance by scaling cloud platforms, leaving aside other issues such
as cloud availability [11], energy consumption [12], variability [13] or
reliability [14].
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Figure 1. Cloud Computing Environment

2 Model

Let us consider a sequence of M/M/1 and M/M/N, a queuing system
model which represents a cloud platform like the model in [6]. The first
queue is the entry point that manages incoming jobs and sends them
into a server of the second queueing system. Let us call it Input Server
(IS). The IS is actually a load balancer. This server is a M/M/1 queue
with an exponential arrival and service rates λ and L, respectively. To
have steady state, we consider λ < L. Its aim is to find a server to
deliver the job. In order to keep the system in the optimal situation, it
uses a distribution algorithm depending on the averaged workload in
each server.

The second queueing system, the M/M/N queueing system, has
N individual servers, where these processing servers (PSi), for i =
1, ..., N , can serve any incoming jobs. Let consider that each server
can serve all accepted job by IS. Also let consider that each server,
PSi, has the same service rate µ, this is µ = µi, i = 1, ...,m.

Let us consider there is a database server (DS) in the model, where
all PSi are connected to it and can send their requests to it during
the service in the cloud. This kind of access to the databases and
directories between virtual machines (VMs) is very important. To avoid
data inconsonance, let us consider to have only one database server in
this model. Processing servers access to the database server with a
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probability σ. DS has all files, dictionaries, databases, and secondary
memories and provides these facilities for other servers in the cloud
architecture. DS, itself, puts requests into an M/M/1 queue, where it
assumes exponential arrival and service rates of σγ and D, respectively.

There is another server in this model that is called Outputer Server
(OS). In the cloud architecture, jobs come from Client Server (CS); so,
the cloud manager has to deliver the completed job to the CS over the
network (say internet). The OS receives the responses from the PSi

and sends the responses to CS with an exponential parameter λ.

In the model, the response time (T ), which is a very important
measure in the cloud architecture, is calculated as:

T = TIS + TPS + TDS + TOS + TCS , (1)

where each of these terms are the total time that each servers spends
to complete its service in this model. In the following, the terms of
Eq.1 are calculated.

Figure 2. Queuing Model of Cloud Computing

2.1 Inputting Service Time TIS

The Input Server is a load balancer; so, the parameter TIS shows the
spent time by Input Server to distribute incoming jobs. Since we mod-
eled the input server (IS) as a M/M/1 queueing system, thus, the
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response time for a M/M/1 queue is [16]:

TIS =
1

L− λ
, (2)

where λ and L are the arrival rate and the service rate of the IS,
respectively.

2.2 Processing Server Time TPS

The parameter TPS shows the time spending by Process Servicing to
process the job. Since there are N processing servers (PS) PS in the
cloud architecture, and these PSs are modeled as an M/M/N queue,
then the spent time by this kind of queue is as follows [15]:

TPS =
1

µ
+

C(N, ρ)

Nµ − γ
, (3)

where γ is arrival rate and µ = µi, i = 1, ..., N , is service rates of each
processing servers. In the (3), the term C(m,ρ) gives the probability
of a new coming job to the M/M/N queue. The formula of calculating
of C(m,ρ) is defined as [16]:
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)(

1
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+
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) , (4)

where ρ = γ/µ.

2.3 Database Server Time TDS

In this model, there is a database server that with the probability of σ
jobs needs some files from the database server. So, σµ is the arrival rate
to the DS. Also, if the parameter TDS is the total time that Database
Server spends to respond, and since the DS is modeled as an M/M/1
queue, so:

TDS =
1

D − σµ
. (5)
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2.4 Output Server Time TOS

When process of a job is done by processing servers, Output Server
sends the job to the customer. This function takes time that we use
the parameter TOS to show the spent time by Output Server (OS).
The OS is considered as an M/M/1 queue too. Since this server is
connected to the customer over the internet, if F is the average size of
jobs and O is the average bandwidth speed of the OS, then the service
rate of this part of architecture is O/F . So, the response time of this
server is:

TOS =
F

O − γF
. (6)

2.5 Client Server Time TCS

The parameter TCS shows the spent time by Client Server to respond.
The OS sends the data to CS through Internet and CS receives it.
The CS is modeled as an M/M/1 queue, where if C is the average
bandwidth speed of the CS, then the service rate is defined as C/F .
As a consequence, the response time of CS is:

TCS =
F

C − γF
. (7)

3 Result

Regarding the presented model, it is obvious that several parameters
are involved in the response time. So, in this section, an analysis of how
the response time varies by changing in some of these parameters in
the model, is presented. The aim of this paper is to study the expected
behaviour of the model when system configurations are modified. In
the following subsection, we simulated the model by using the Sage
mathematical software to obtain the results.
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3.1 Performance Test

To evaluate the presented methodology, Sage mathematical software
is used to run this model. We purpose to show the effects of the pa-
rameters on total response time (T ) by modifying the parameters. We
compare the results with real data from a real cloud system with regard
to the following parameters:

λ is the arrival rate. Customers send their job requests to the
system; so, λ is the average number of incoming jobs to the system. In
other meaning, 1/λ is the average time between consequently incoming
jobs.

µ is the service rate, which means 1/µ is the mean service time. For
ease of computation, we considered the same service rate for all PSi

servers. In order to analyze the system, we consider the system is not
the steady-state, which means the total service rate of the system must
always be greater than the incoming rate λ; and, as a result, the system
is stable. Also we consider the same service rate for all servers (ES, PSi,
i = 1, ..., N , DS, OS, and CS. So, we have µ = L = D = O/F = C/F .

δ is the database access probability. As the model is a web-based
system, some incoming jobs need to access the DS and some do not.
So, we consider this probability that an incoming job needs to access
the DS.

N is the number of PSs that serve requests. Varying in this pa-
rameter shows how adding or removing servers affects the system.

F is the average file size. The system sends the result to the CS by
files. Files have different sizes which depend on the block size of the
web application. This parameter is considered to be the mean size of
the files which is not greater than 1MB in most cases.

O is the server bandwidth.

C is the client bandwidth. Each client usually has different speed
of receiving data from the system and it is usually out of our control.

3.1.1 Response time

First, we tested the response time variation regarding the number of
processing servers. Here, in Fig.3, you can see the difference between
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the existing one or two processing servers. In Fig.3, it is obvious that
increasing the number of processing server has a great effect on de-
creasing the total response time. By our considerations, the response
time becomes fix when the number of servers increases and there is no
significant differences when we add more than 5 processing servers. To
explain why it happened, we use utilization of the PSi server, defined
as ρ = γ/µ, where γ = λ/(1−τ). When we add a server to the process-
ing servers, then the utilization rate of the M/M/m queue decreases;
and, as a result, the response time becomes equal to the service time.
So, this is why we have no improvement in the response time.

Figure 3. The response time with respect to λ

Fig. 4 shows that the response time growth has a direct relation
to the utilization of the server: it increases when the server is more
utilized. When the utilization is less than 1 and close to 0, it is equal
to the service time. When the utilization passes one, the rate of grow of
the response time becomes exponential and it increases exponentially
with respect to increases of utilization.

The relation between the Total Response Time regarding the mean
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Figure 4. The response time with respect to λ

Figure 5. The response time with respect to ρ

73



Ali Madankan

file size (F ), arrival rate (λ) and the output server bandwidth (O) is
shown in Fig.5. It is obvious that the total response time has direct
effect from the mean file size (F ) and increases exponentially when
the mean file size increases. Also it has inverse effect regarding the
server bandwidth (O) and decreases when the server bandwidth (O)
increases. It is because the OS needs a bigger bandwidth to send the
large files to clients over the network. It means files are transferred at
low speed when the server bandwidth decreases; and, as a result, the
total response time (T ) increases.

4 Conclusions and future work

In this paper, we considered a queuing model to design cloud computing
architectures to guarantee the quality of service. We used the open
Jackson’s networks to model the cloud architecture which is the best
fit model. Then we used analysis of the Jackson’s networks to study
the system performance and to analyze the response time.

First, in order to study QoS requirements, a sequence of two queu-
ing systems, M/M/1 and M/M/N, is considered to model the cloud
platform. This study showed us, regarding to have good QoS (have
proper response time), where a bottleneck can occur in the system and
which parameter can solve the problem. This model is an applying
model and very useful to tune up the service performance and thus to
guarantee the SLA contract between the client and the service provider.
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