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Abstract

To identify communities in social networks represented by a
graph, we simply need to detect the edges that connect vertices
of different communities and remove them, but the problem is
what measure has to be used to identify these edges? and, how
we use it? To tackle this problem, this paper proposes an efficient
algorithm based on node similarity. This algorithm neither needs
a predefined number of communities nor threshold to determine
which edges to be deleted. The algorithm tries to add new edges
for the most similar nodes to strengthen intra-community links
and remove edges between the least similar nodes to weaken links
between communities. In order to prove its efficiency, the algo-
rithm was evaluated with synthetic and real-world networks.

Keywords: Social network, Community detection, node sim-
ilarity, modularity, GN algorithm.
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1 Introduction

Today, with the emergence of new technologies of communication and
the Internet especially web 2.0, social networks have grown exponen-
tially in size and complexity. In order to understand the structure of
these networks, analyze its characteristics and extract useful informa-
tion and knowledge, several fields of research in social network analysis
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have appeared. Some focus on the identification of the most influen-
tial individual (leadership), others on missing links, and the third — on
network dynamics. In this paper we will focus on community detection.

The concept of community can be seen as a group of densely inter-
connected nodes compared to other nodes [1]. To detect the commu-
nities that constitute a network, researchers working in this field have
proposed several approaches, see for instance [2], [3], recent surveys
on the subject. These methods can roughly be grouped as methods
emerging from graph theory known as partitioning algorithm such as
spectral bisection algorithm [4], and methods from sociology known
as hierarchical clustering algorithms [5], [6]. Researchers working in
the field of sociology noticed that individuals belonging to the same
community share some similarities, such as gender, age, common inter-
ests or professional activity etc. After measuring the similarity matrix,
they incorporate the two nodes with the highest similarity together
iteratively (agglomerative) such as Newman Fast Greedy FN [7] and
the Concor algorithm of [8] or they iteratively remove the edge with
the lowest similarity (divisive) such as Radicchi [9], Spectral [10] and
Girvan-Newman (GN) algorithm [11]. We find also approximation algo-
rithms which seek to maximize or minimize the value of a given quality
function. Certainly, the most popular is the modularity [6]; such is in
fast Newman algorithm (FN) [7], Genetic Algorithm [12], Simulated
annealing [13], [14], PSO [15].

In this paper we propose a new algorithm for communities detection
based on node similarity, where we use four different similarity mea-
sures to add new edges so that communities can get bit-by-bit closer
to what we call a clique in graph theory, and to identify edges that will
be removed so that communities can break away from each other.

The rest of this paper is organized as follows. We firstly present
some basic concepts, so graph, similarity and Modularity are briefly
introduced in Section 2. Then some research related to our algorithm is
considered in Section 3. In Section 4 our approach is presented in detail.
In order to show the effectiveness of our approach, in Section 5 we
test our algorithm on different artificial and real-world networks with
four different similarity measures, and make comparisons with Girvan-
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Newman (GN) algorithm [11] and Fast Newman (FN) algorithm [7].
Finally, we conclude and present some perspectives in Section 6.

2 Preliminary Knowledge

2.1 Graph

We often have recourse to graphs to analyze a social network in order
to identify local or global patterns, to locate influential entities, or to
examine network dynamics. A graph G (undirected and unweighted)
is an ordered pair G(V, E), where V is the set of nodes or vertices that
represent individuals, and £ C V x V is the set of edges or links that
represent interactions between individuals (friendship, collaboration,
love etc.). The degree k; of a vertex i is the number of edges connecting
i to the rest of the graph. If A is the adjacency matrix of G, then

ki = Z] Ai,j-

2.2 Graph partitioning

The goal of graph partitioning is to divide G into k disjoint sub-graphs
Gi= (Vi,E;),in whichVi#j : Vi N V;=®and |V, =V.

2.3 Modularity

There are an exponential number of diverse alternative partitions. Enu-
merating all these partitions is an NP-Complete problem [16]. More-
over, not all partitions of a graph are equally good. In order to choose
the best partition Newman and Girvan [11] introduced a metric that
computes the difference between the fraction of edges for a given parti-
tion of the original graph and a random graph having a similar degree
distribution as the original. This metric is known as Modularity.

k;k;
Q= %Z [Ai,j -5 J] 8(C;,Cy), (1)

m

),

where m is the number of edges. A denotes the adjacency matrix, where
A(i, j) is equal to 1 if there is an edge between nodes i and j, and 0
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otherwise. k; and k; are the degrees of vertices 7 and j respectively, C;
and C; are the communities of the vertices ¢ and j respectively, and
d(Ci, Cy) is equal to 1 if vertices 7 and j belong to the same community,
and 0 otherwise.

2.4 Structural similarity

A community represents a set of nodes that are more similar to each
other, but dissimilar from the rest of the network [6]. But how similar
are two nodes? To answer this question several methods have been
proposed in the literature. Some of these methods measure the distance
between two nodes, others — the local paths and the third count how
many neighbors two nodes have in common. Here are some of those
measures that have been tested with our algorithm.

In what follows I'(z) represents the set of neighbors of node z, |T'(z)|
denotes its degree, n is the number of nodes, and A(z,i) denotes an
element of the adjacency matrix.

Jaccard Index: [17]

_ T @) NT (y)]
S = @) OT () )
Cosine Index: [18]
Sy I (z) NT (y)] (3)

V@ XL W)]

Pearson Coefficient: [19]

S,y = > (Alz,i) — 7) * (Aly, 1) — 9)) 7 (@)

VS (A1) — 2% 5 /S (Aly, i) — 9)°

IL(@)]

where: 7 = —24,

Hub Promoted Index: [20]

L () NI ()|
min ([T (2)[, [T (z)])

Say =
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3 Related Work

Our approach is closely related to Girvan Newman algorithm [11],
which can be expressed as follows:

1. Calculate edge betweenness for every edge in the graph.
2. Remove the edge with highest edge betweenness.

3. Calculate edge betweenness for remaining edges.
4

. Repeat steps 2-4 until all edges are removed.

Despite its simplicity, Girvan Newman Algorithm has several fun-
damental limitations. First, it uses betweenness centrality to iden-
tify which edge to delete. Betweenness centrality is a global measure
that identifies edges with the highest number of the shortest paths
which pass through them. The calculation of edge betweenness has
time complexity O(M N); therefore, the algorithm’s time complexity
is O(M?N). Here M is the number of edges and N is the number of
nodes, unlike our approach, where we use a local similarity measure
based on neighborhood. Removing a single edge at each iteration is
another problem which will be remedied in our approach by removing
multiple edges at every iteration. In order to increase the accuracy
of our algorithm new edges are added at each iteration to strengthen
communities. Finally, there is no implicit stopping criterion, either we
give the number of communities or the algorithm will continue until all
edges are removed, in the latter case the algorithm returns partition
with the highest modularity.

Our approach is also related to algorithms that use node similarity
like in [21], where the authors proposed an algorithm for detecting
community. In their paper they introduce the similarity threshold e
which takes different values for different datasets. For example, with
Zachary’s karate club network the authors put ¢ = 0.9 and with college
football network they put € = 0.75. But with this strategy how to
determine the value of this threshold? We have observed that this
strategy is frequently used in the literature, as in [22] and [23], unlike
our approach, where we do not use any parameter or threshold.
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We find also approaches like DBSCAN [24], DENGRAPH [25],
SCAN [26], DEEN [27], and SMP [28]. However not all these algorithms
are free-parameter, they always depend overly on manually choosing
thresholds of measure that have been used, a minimum cluster size or
cluster number, which can be difficult to determine.

4 The Algorithm

We have developed an effective algorithm based on nodes similarity.
The main idea in our algorithm is: 1) compute the similarity matrix
at every iteration; 2) try to remove edges that have the least similarity
on both sides; and 3) add new edges for nodes that have the most
similarity on both sides for every node in the graph. In other terms,
to delete a link (7,7), the node least similar to node ¢ must be j and
the node least similar to node j must be 7, and to add a new link (4, 7),
the node most similar to node ¢ must be j and the node most similar
to node j must be i.
We can describe our algorithm as follows:

1. Sort nodes in descending order using node degree.
2. Calculate similarity matrix S (eq. 2, 3, 4 or 5).
3. Remove all edges that fit both of the following conditions:
e For every two nodes i,j that have common edge, the node
least similar to node ¢ must be j, and the node least similar
to node j is i.
e The deletion does not generate an orphan node.
4. For every two nodes i, j add new edge if the node most similar
to node 7 is j, and the node most similar to node j is i.

5. Repeat steps 2-4 until the set of deleted links is the same added
or a maximum number of iterations is reached.

6. Compute community vectors using Hopcroft & Tarjan algorithm
[29].
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7. Return Community vector with the best modularity calculated
using formula (1).

5 Experimental Evaluation

In order to measure the accuracy of our algorithm vis-a-vis ground
truth and compare it to other algorithms we use NMI (Normalized
Mutual Information) [30] as measure of partition (i.e., clustering) sim-
ilarity. It takes values in the interval [0, 1].

The NMI of two partitions A and B of a graph is given as follows:

C C M;;
=232 2278 Mij log (MZJJ\;J>
>4 M;. log (MT> + 352 M log (%)

where C4 and Cp denote the numbers of communities in partitions A
and B respectively. The notation M;; denotes the element of matrix
(M) Cp x Cp, representing the number of nodes in the i*" community
of A that appear in the j** community of B. The sum over row i of
matrix M is denoted by M; , and that over column j — by M ;; and n
is the number of nodes. I(A, B) =1, if A=B. I(A, B) =0, if A and B
are completely different.

In this section, we applied our algorithm to synthetic and real-world
networks.

I(A,B)= (6)

5.1 Synthetic Benchmark Networks

Girvan and Newman [31] proposed a benchmark network with four
communities, with every community containing 32 vertices (for a total
number of vertices n = 128), and fixed the average total degree of each
node to 16: k = Z;, + Zouws = 16, where Z;, is the number of edges
connecting a node with the others in its own community, and Z,,; is
the number of edges connecting a node with the rest of the network.
We vary Z,,: from 0 to 8. The values of the NMI measures are shown in
Figure 1. As it can be seen from Figure 1, the results given by Pearson
Coefficient and Hub Promoted Index are better than the other indices
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Experiment results of artificial network
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Figure 1. Experiment results of artificial network

and better than Fast Newman (FN) algorithm whatever the value of
Zout- Jaccard index obtains the worst performances. We observe also
that GN fails to find the true partition when Z,,; > 5.

5.2 Real-world Networks

Just like in other algorithms for detection community, we selected the
following 4 well known real-world networks to further verify the per-
formance of our algorithm: 1) the Zachary’s Karate Club network; 2)
Dolphins network; 3) the American College Football network; 4) Krebs’
political books. The properties of these four real-world networks are
listed in Table 1.

To verify the performance of our algorithm, we compared it with
two algorithms considered as reference in the field of communities de-
tection, the GN algorithm and FN algorithm. GN or Girvan and New-
man [11] algorithm calculates the betweenness centrality of all edges
(number of the shortest paths passing through an edge) and removes
the edge with the biggest betweenness recursively. The second algo-
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Networks Ref. C N M Q
Zachary 2 34 78 037

[32]
Dolphins 33 2 62 159 0.38
Football [31] 12 115 613 0.55
Polbooks [10] 3 105 441 0.41

Table 1. Properties of real-world networks employed in the tests. C —
number of communities, N — number of nodes, M — number of edges,
Q — original modularity.

rithm is FN (Fast Newman) [7], a greedy algorithm that tries to max-
imize the modularity.

Since FN is a stochastic optimization algorithm, we perform the
experiments 10 times on each network. The average value of Q and
NMI are calculated. The results are shown in Table 2. The best results
are shown in bold.

It can be seen from Table 2 and Figure 3 that our algorithm can
correctly detect the community structure on Zachary’s karate club (see
Figure 2, where solid lines indicate edges that have been added and
dashed lines indicate edges that have been deleted), except when we
use Pearson as similarity measure although it can detect it from the
first iteration. But because we have used the modularity maximiza-
tion as criterion to choose the best partition, it will select other par-
tition that has the best modularity. The same phenomenon is seen
with Dolphins network, when we use hub as similarity measure, where
the correct partition is found in the third iteration, but the maximum
modularity is found in the 54, iteration. Figure 4 shows the evolution
of NMI and modularity for Dolphins network. On Football network,
our approach performs well especially when we use Jaccard, Cosine or
Hub as similarity measure, until 0.9306. Regarding the Polbooks net-
work, the NMI reached its maximum 0.5836 when using Cosine index
as similarity measure.
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Zachary’s Karate Club network

A

Figure 2. Result of Karate Club network obtained by our algorithm.
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Figure 3. NMI (1) and modularity (2) of four real-world networks
obtained by our algorithm and fast Newman.
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algorithm QZachall‘\IyMI (5) Olphlli}ivﬂ
Fast Newman 0.3807 0.6925 0.4942 0.5919
Girvan Newman 0.3600 0.8365 0.3787  0.8888
Jaccard 0.3715 1 0.4160  0.4200
Cosine 0.3715 1 0.4338  0.3260
Pearson 0.3949 0.7534  0.4417 0.3573
Hub 0.3715 1 0.4849  0.5719
aleorithm Football Polbooks

& Q NMI Q NMI
Fast Newman 0.5698  0.7460 0.5019  0.5292
Girvan Newman 0.5976  0.9218 0.4831 0.5754
Jaccard 0.5946 0.9306 0.5057 0.5471
Cosine 0.5946 0.9306 0.4926 0.5836
Pearson 0.6012 0.9019 0.5176 0.5575
Hub 0.6007  0.9195 0.5040 0.5413

Table 2. NMI and modularity of four real-world networks obtained by
our algorithm and fast Newman.
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Figure 4. Evolution of NMI and modularity for Dolphins network.
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6 Conclusions

Community detection is a very hard problem that has not yet been sat-
isfactorily solved despite many methods have been proposed. In this
paper, we have proposed a new algorithm to find high quality com-
munities in social network based on node similarity that, we think,
performs well. Experimental results show that the algorithm achieves
better performance compared to FN and GN algorithms, especially on
real world networks. Finally, it is worth to mention that our algorithm
can be used with several similarity measures, which makes it more con-
venient and more flexible in real application, especially if we know that
each application domain has its own measure of similarity. In future
work, we will focus on optimizing the complexity of our algorithm to
be able to apply it on larger networks.
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