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Abstract

This paper describes a neural network architecture for emo-
tion recognition for human-computer interfaces and applied sys-
tems. In the current research, we propose a combination of the
most recent biometric techniques with the neural networks (NN)
approach for real-time emotion and behavioral analysis. The sys-
tem will be tested in real-time applications of customers’ behavior
for distributed on-land systems, such as kiosks and ATMs.
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1 Introduction

One of the most prominent innovations in the research world in the past
decade is the introduction of neuroscience and computer vision based
applications to measuring human emotions. Facial imaging, as cap-
tured by machine-learning software, is essentially a biometric method
whose biological manifestations are strongly linked to the limbic system
in the brain, which is notoriously hard to measure.

The aim of this research is to provide statistical observations and
measurements of human emotional states in a chosen environment. Us-
ing computer vision and machine learning algorithms, emotional states
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of multiple targets can be inferred from facial expressions recorded vi-
sually by a camera. In this research, emotions are recorded, recognized,
and analyzed to give statistical feedback of the overall emotions of a
number of targets within a certain time frame. This feedback can pro-
vide important measures for user response to a chosen system. An
application example of this research is a camera system embedded in
a machine that is used frequently, such as an ATM. The camera will
record the emotional state of customers (happy, sad, neutral, etc.) and
build a database of users and recorded emotions to be analyzed later.

Recognizing human emotions is most efficiently achieved by visually
detecting facial expressions. Facial imaging vision applications have
gone through great advancement in the last decade for many practical
purposes, such as face recognition and modeling.

Many researchers introduced algorithms for facial expression detec-
tion such as in [1], [2], [3], [4], [5], [6]. Recently, Microsoft released
the new Kinect sensor along with an SDK that provides an emotion
detection APL.

Most research is focused on detecting facial expressions in an iso-
lated framework, where each target is analyzed separately. Here we
present a collective framework to analyze the ”group” emotions and
general human behavior.

The algorithm described in [6] and the Kinect API is implemented
to record a database of multiple targets. A ground truth database
containing manually labelled emotions will be also created for analysis
and evaluation purposes.

We propose a hybrid architecture for complex event analysis. The
real-time analysis of emotions (facial expression and pulse analysis) is
performed with the help of state-of-the art biometric techniques, such
as Kinect data analysis. The resulting measurements are compared
with the statistical data for distributed on-land systems (e.g. kiosks,
ATMs etc.).

Visual information in the proposed system is presented in several
steps (Fig.1):

1 First, we use cameras and 3D sensors such as the Microsoft Kinect

41



Veaceslav Albu, Svetlana Cojocaru

Emotion detectd

Figure 1. System work-flow overview

to detect facial features in order to recognize and classify emo-
tions.

Second, we apply computer vision techniques for feature extrac-
tion and pattern recognition.

We apply machine learning (neural networks) for emotion detec-
tion and classification.

We use recorded statistical data from the machine transactions or
logs. We train a modular neural network together with emotion
records to provide analysis of events. We can use the trained
networks for further event analysis and forecasting.
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We suggest using modular neural network architecture for time se-
ries analysis and predictions, based on the statistical data combined
with the biometric measurements.

Modular neural networks has been used in the last decade in a vari-
ety of applications, including object recognition [7], forecasting [8], [9]
and financial analysis [10]. Here, we suggest modular network analysis
for system learning and forecasting. Alternatively, we are planning to
implement deep learning techniques (convolutional NNs) and compare
the results of modular NNs performance for statistical and biometric
data analysis [11]. In the current research, we propose a combination
of most recent biometric techniques with the NN approach for real-
time emotion and behavioral analysis. The system will be tested in
real-time applications of customers’ behavior for distributed on-land
systems, such as kiosks and ATMs.

The rest of this paper will be organized as follows. First, we will
present the overview of important studies on the related topics and
provide the psychological basis for object recognition models. Next,
we will present the neural network model for emotion recognition. The
architecture of basic module of the network is the self-organized map
(SOM) of functional radial-basis function (RBF) modules. We will give
a detailed mathematical description of the applied approach, formal-
ize the mathematics of the model and provide an explanation on the
choice and implementation of the model’s learning algorithm. Also, we
will demonstrate implementation of the algorithm as a neural network
model. Finally, we will describe the usage of the Kinect API and the
algorithm we utilize for emotion detection with the Kinect camera.

2 Background

The aim of this research is to provide statistical observations and mea-
surements of human emotional states in a chosen environment. Using
computer vision and machine learning algorithms, emotional states of
multiple targets can be inferred from facial expressions recorded visu-
ally by a camera.

In the proposed system, human emotions are recorded, recognized,
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and analyzed to give statistical feedback of the overall emotions of
a number of targets within a certain time frame. This feedback can
provide important measures for user response to a chosen system. An
application example of this research is a camera system embedded in
a machine that is used frequently, such as an ATM. The camera will
record the emotional state of customers (happy, sad, neutral, etc.) and
build a database of users and recorded emotions to be analyzed later.

One of the most prominent innovations in the research world in
the past decade is the introduction of neuroscience and computer vi-
sion based applications to measuring human emotions. Facial imaging,
as captured by machine-learning software, is essentially a biometric
method whose biological manifestations are strongly linked to the lim-
bic system in the brain, which is notoriously hard to measure.

Recognizing human emotions is most efficiently achieved by visually
detecting facial expressions. Facial imaging vision applications have
gone through great advancement in the last decade for many practical
purposes, such as face recognition and modelling. Many researchers
introduced algorithms for facial expression detection (we will describe
the most relevant algorithms later in this section).

Before talking about the ways how to model emotions or how to
measure emotions, we need to define the concept of emotion.

Nowadays, a number of opinions on this subject exists. Some re-
searchers describe emotions as states of mind, others say that they are
reactions. In this paper, we will regard Damasio’s definition of emo-
tions [12], i.e. we will follow Damasio in treating emotions as guides
or biases to behaviors and decision making, action plans in response to
internal or external stimuli and integral part of cognition and develop-
mental processes.

It is important to distinguish between emotions and moods. While
they affect each other to a large extent, they are fundamentally differ-
ent. Emotions are fast reactions to stimuli. They last seconds (hardly
more than minute) and they can be affected by one’s current mood.
Moods last longer: hours-days, and can be traced to one’s personal
inclinations, illness (depression) or other factors.

Finally, it is also important to distinguish between primary emo-
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tions and secondary emotions [13]. Primary emotions are fast imme-
diate responses on stimuli, like ”fight-or-flight” behaviors. Secondary
emotions are more related to cognition and represent ”blends” of dif-
ferent emotions with cognitive assessment. For example, "hope” can
be considered as such emotion. Moods can sometimes be seen simi-
lar or interchangeable concept with secondary emotions, but it really
depends on interpretations.

There is a number of models of emotions developed for different
purposes like formalization, computation or understanding. Since this
text is not a thorough review of models of emotions, we will only discuss
a couple of them. But, the thing that must be mentioned first of
all, is that all models of emotions can be classified into discrete and
continuous. Discrete models work with limited sets of emotion. There
might be from two (like "anger” and ”happiness”) to many. Continuous
models rather represent the full spectrum of human emotions in some
space (usually 3D or 2D). There are combinations of those, when you
bring some uncertainty into discrete models in the form of probabilities
of certain emotions happening at time ¢ and thus implement some
”quasi continuous” model.

The best known and the most widely used discrete model of emo-
tions was developed by Paul Ekman. He developed his model over years
and ended up with six basic emotions: anger, disgust, fear, happiness,
sadness, and surprise [14]. Important feature of Ekman’s model is that
those six basic emotions are semantically distinct [15].

Dimensional models can be traced back to Wundt [16]. He proposed
to use 3D space with axes ”pleasure”, ”arousal”, and ”dominance” to
describe emotions [17]. Any emotion or some blend of emotions can be
represented as a point in this PAD cube. There are variation of this
model, where different axes are used, but most of them end up with
3D space. Another 3D model of emotions which should be mentioned,
is developed by Lovheim [18]. He sticks levels of serotonin, dopamine
and noradrenaline directly to dimensions of emotions.

Other model of emotions, which need to be mentioned is OCC [19].
The theory of Ortony, Clore and Collins assumes that emotions develop
as a consequence of certain cognitions and interpretations. Therefore it
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exclusively concentrates on the cognitive elicitors of emotions. The au-
thors postulate that three aspects determine these cognitions: events,
agents, and objects. According to the authors’ assumptions, emotions
represent valenced reactions to these perceptions of the world.

Experiencing emotions is not the only component of humans func-
tionality related to emotions. There are other aspects like humans skills
or abilities to control emotions, to understand self and other emotional
states. This can be generally called ”emotional intelligence”. It was
found some years ago that manager’s emotional quotient (EQ) can
be more important than intelligence quotient (IQ) in efficient decision
making especially when in the lack of information.

A number of ways to measure emotions has been proposed. One of
the most famous ways is the Self-Assessment Manikin (SAM) [20]. In
SAM, users have to rate three simple parameters to express their emo-
tional state. This method can be quite precise when working with clear
and intense emotions. Modern approaches to measure emotions utilize
various kinds of audio and video analysis. Most of methods are based
or originate from facial action coding system [21] which Ekman and
Friesen by turn originated from Carl-Herman Hjortsjo. This approach
was later implemented by [22]. Another interesting paper might be
[23]. Finally, we need to mention the approaches, based on the physio-
logical measurements. Now, with current technology, we can measure
emotional states in an unobtrusive way: heart rate measurements with
blind ICA on face skin color, for example, show really high reliability.
Based on those abilities, previously hard-to-use techniques can be used
[5], [24].

Since this paper focuses on neural networks for emotions recogni-
tion, we introduce the most relevant to this study research in this field.
The system was proposed by Ekman and colleagues in 1978 [21]. It
measures facial expressions in terms of activity and underlying facial
muscles. This approach was first automated by Bartlett et al. in 1996
[22]: they classified facial actions using image processing and machine
learning techniques. From the mathematical point of view, this sys-
tem utilizes 3 approaches: principal component analysis, local image
features and optical flow based template matching. It is used now in
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several branches of behavioural science.

Next approach, probabilistic feature analysis, was proposed by
Muelders et al. in 2005 [3]. It is based on the hypothesis that there
are special relationships between the parts of the face function as a
source of information in the facial perception of emotions. Here, the
probabilistic feature model was introduced instead of linear models,
which empirically extracted relevant facial features. It also formalizes
a mechanism for the way in which information about separate facial
features is combined in processing the face. The next approach, which
was called ” Graphical representation of the proportion of perceived par-
ticular emotion” was first proposed by Maja Pantic and colleagues in
2012 [4]. They presented a fully automatic recognition of facial muscle
actions that compound expressions and explicit modelling of temporal
characteristics.

The architecture, proposed in this paper, is close to system, pro-
posed by Ekman and Freisen, but the type of equipment we use and
the architecture of the neural network system are different.

3 Model Architecture

The choice of neural network model was performed as follows: we tested
several existing neural network architectures and selected the one with
better performance results (computational costs and recognition rate).
The modular architecture of our model allows using the Kinect output
(point cloud).

The architecture of our model is based on the notion of the self-
organized map (SOM), proposed by Kohonen [25]. This kind of neu-
ral network is trained using unsupervised learning to produce a two-
dimensional map of the input space of the training samples. The quality
of SOM to use a neighbourhood function for preserving the topological
properties of the input space is used in our simulations to create the
similarity map of the IT cortex. First, we provide the justification of
the applied approach and the description of the related studies.

To provide better understanding of the applied approach, we need
to describe two main notions: the notion of self-organised map and
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the RBF-network. The RBF-networks were briefly described in the
previous chapter. This part provides a detailed description.

The self-organized maps were introduced by Kohonen in 1990. The
prototype for this network was the self-organization characteristics of
the human cerebral cortex. Studies of the cerebral cortex showed that
the motor cortex, somatosensory cortex, visual cortex and auditory
cortex are represented by topologically ordered maps. These topologi-
cal maps form to represent the structures sensed in the sensory input
signals [26].

SOM detects regularities and correlations in its input and adapt
their future responses to that input. The neurons of competitive net-
works learn to recognize groups of similar input vectors in such a way
that neurons, which are located physically near each other in the neu-
ron layer, respond to similar input vectors.

The main idea in the SOM learning process is that for each input
vector the winner unit is selected. The winner unit (which is called best
matching unit, BMU) and the nodes in its neighbourhood are changed
closer to the input data. If the number of available inputs is restricted,
they are presented re-iteratively to the SOM algorithm. The Kohonen’
network is trained with the method of successive approximations. The
sample SOM map is presented in Fig.2.

A radial basis function neural network (RBFN) is an artificial neural
network that uses radial basis functions as activation functions. The
typical RBFN architecture consists of three layers: an input layer, a
hidden layer of J basis functions, and an output layer of linear output
units. The activation values of the hidden units are calculated as the
closeness of the input vector z; to an I-dimensional parameter vector
[} associated with hidden unit u; (Fig.3).

In a RBF network there are three types of parameters that need to
be chosen to adapt the network for a particular task: the center vectors
u, the output weights w;, and the RBF width parameters o.

The variety of the training algorithms for RBFNs exists. One of
the possible training algorithms is gradient descent. In gradient descent
training, the weights are adjusted at each time step by moving them in
a direction opposite from the gradient of the objective function (thus
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Figure 2. The self-organised map. x; denotes the units of the input
vector, Map represents the resulting SOM, k is the BMU, grey circle
defines the neighbourhood of BMU

allowing the minimum of the objective function to be found). The
conventional SOM algorithm has a number of restrictions, and the main
one is its ability to deal only with the vectorized data. To solve this
problem, a number of modifications of the conventional SOM have been
proposed. We used one of these modifications as a basis for constructing
our model.

Tokunaga and Furukawa have proposed a significant variation of
the conventional SOM, called the modular network SOM (mnSOM) [8].
In their model, each vector unit of the conventional SOM is replaced
by a functional module. These modules are arrayed on a lattice that
represents the coordinates of the map. Authors regard the case of a
multi-layer perceptron (MLP) module as the most commonly used type
of neural network. This architecture was designed to keep the backbone
algorithm of the SOM untouched. The algorithm of the mnSOM is a
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Figure 3. The structure of an RBF-network: a. x; denotes the units of
the input vector, o denotes the output of each units, u; are the centres,
o defines variance, w; define weights, and n is the number of hidden
units, where j defines the j-th hidden unit. b. The components of the
input vector x are compared in the each center u via the RBF h

generalization of a conventional SOM that inherits many properties
from a conventional version of the algorithm and also adds several new
original properties.

This architecture has the number of advantages. First, every mod-
ule in the mnSOM has the capability of information processing and
can form a dynamic map that consists of an assembly of functional
modules. Second, the mnSOM combines supervised and unsupervised
learning algorithms: at the MLP-level, the network is trained by a
supervised learning algorithm, i.e., the back propagation at the MLP
module level, while the upper SOM level is described in an unsuper-
vised manner.

For the purposes of this study we used RBF network modules. The
usage of RBFs instead of the MLPs adds the following properties to
such a network while preserving the ability to form a dynamic map:

e there is no need for an algorithm for avoiding local minima;

e the network can recognize the object and store its representation
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in its inner centre.

The generalized algorithm for processing the SOM of functional models
can also be applied in this case.

The model of the main module of the proposed network represents
a modification of the conventional SOM, where each vector unit of the
conventional SOM is replaced by a functional RBF module. These
modules are arrayed in a lattice that represents the coordinates of the
feature map.

The architecture of the SOM of RBFs module has a hierarchical
structure: it consists of two levels, which we will call the RBF-level
and the SOM-level of the network. At the first level, the architecture
of our network represents k£ RBF-networks, which are the modifications
of the Poggio and Edelman network. Since each module represents a
certain ”functional feature” determined by the model architecture, the
SOM-level the SOM of RBF's represents a map of those features.

The proposed network solves an approximation problem in a high-
dimensional space. Recognizing an object is equivalent to finding a
hyper-plane in this space that provides the best fitting to a set of
training data. The training data represents a vector with coordinates
of 2D projections of 3D objects, taken at each degree of rotation.

Let z; denote the units of the input vector, o define the output of
each RBF-module, ué“ define the RBF centres, Ué-“ define the variance,
w}“ define weights, and n to be the number of hidden units, where j

defines the j** hidden unit and %k defines the k" RBF-module. Then
the conventional SOM algorithm can be rewritten as follows.

In the first step, the weights w;? are defined randomly in the interval
[0 0.5]. In the evaluative process, we calculate all outputs for all of the
inputs in single RBF-unit according to the following rule:

ole) = Y wyern{ =, )

J=1

This calculation process is repeated for all of the RBF-units using the
same input x. After evaluation of all of the outputs for all inputs, the
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errors for all the datasets are calculated:

1 1 2

k—i _————
E’i - Q(y 1—|—6_0(m)) )

(2)
where y defines the desired output. Ef defines the error for the i
dataset for the k' module. The desired output equals 1 for all the
RBF modules.

In the competitive process, the module that minimizes the error is
determined as the winner module.

In the cooperative process, the learning weights are calculated using
the neighbourhood function «, which decreases with the calculation
time:

—(ri—=rv)
e
ori) = ———g =y (3)

dige *

where r; denotes the position of the i RBF-unit in the map space,
r, expresses the position of the module with the minimal error and &
is the parameter of the neighbourhood function. The neighbourhood
function area is decreased monotonically each epoch of learning.

In the adaptive process, all of the modules are updated by the back-
propagation learning algorithm:

ij-C = naEf/aw}“(t -1) (4)

and
wf(t) = w;-“(t —-1)+ Awfa(ri). (5)

So (4) can be rewritten as follows:

7(zfuj)2

Je T (6)

St o — 1
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The centres of the RBF-units are updated according to the following
rules

Aul = ndE} /oul(t — 1) (7)
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and
u?(t) = u?(t -1)+ Au?oz(m) (8)
ie.,
—(z—u;)?
Atk =y — — S oo T
uj - 77(?/ 1 _‘_6,0(@)(3/ (1 +€_O(x))2 )w] 20]2 € : ( )

The learning is repeated until all of the modules are updated. Training
continues until the network reaches a steady state.

In order to investigate the ability to classify complex 3D objects,
such as faces, we extend our SOM of RBFs model by adding a hierar-
chical pre-processing module. The first level of the model consists of
local orientation detectors. These detectors are Gabor-like filters [27].

The model contains orientation detectors for four preferred orien-
tations. The next level contains position-invariant bar detectors. The
combination of the features, extracted at earlier stages in the proposed
architecture are then processed with the RBFxSOM.

The input image is divided into small overlapping patches, which
are then processed with the neurons of the network, resembling simple
cells of the cortex [28].

Therefore, on the first layer of the model, patterns on the input
image (250 x 250 pixels) are first filtered through a layer (S1) of simple
cell-like receptive fields. We use Gabor filters with four orientations (0,
45, 90 and 135 degrees) with diameter of 11 pixels, in steps of 2 pixels.
S1 filter responses are dot products with the image patch falling into
their receptive field. Receptive field (RF) centres densely sampled the
input retina.

A Gabor filter is a linear filter used for edge detection. Frequency
and orientation representations of Gabor filters are similar to those of
the human visual system, and they have been found to be appropri-
ate for pattern recognition. In the spatial domain, a 2D Gabor filter
is a Gaussian kernel function modulated by a sinusoidal plane wave.
The Gabor filters are self-similar: all filters can be generated from one
mother wavelet by dilation and rotation.
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J. G. Daugman discovered that simple cells in the visual cortex of
mammalian brains can be modelled by Gabor functions. Thus, image
analysis by the Gabor functions is somewhat similar to visual percep-
tion in the human visual system [29].

The impulse response of the Gabor filter is defined by a har-
monic function multiplied by a Gaussian function. Because of the
multiplication-convolution property, the Fourier transform of a Gabor
filter’s impulse response is the convolution of the Fourier transform of
the harmonic function and the Fourier transform of the Gaussian func-
tion. The filter has a real and an imaginary component representing
orthogonal directions [27]. The two components may be formed into a
complex number or used individually.

A set of Gabor filters with different frequencies and orientations,
called filter banks, are usually used for extracting feature information
from the image. The filters are convolved with the signal, resulting in
a so-called Gabor space. This process is closely related to processes
in the primary visual cortex [27]. Jones and Palmer showed that the
real part of the complex Gabor function is a good fit to the receptive
field weight functions found in simple cells in a cat’s striate cortex
[28]. Relations between activations for a specific spatial location are
very distinctive between objects in an image. Furthermore, important
activations can be extracted from the Gabor space in order to create a
sparse object representation.

Responses of the simple cells, extracted on the first layer of the
network, are then pooled into the next layer of the complex-like cells,
which can be compared with the complex cells in areas V2-V4.

As we use several successive layers of simple and complex cells, let
s} denote the first layer of the network, i.e. the first layer of simple cells.
Cells in the next layer pool S1 cells with the non-linear maximum-like
operation and thus can be referred to as complex cells, or the first layer
of complex cells.

Therefore, c} for ¢-th neuron during the presentation of image patch
v is defined as follows:

c% = maxjeAi{va(j) o fj}7 (10)
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where A; — the set of the afferent i, a(j) — the centre of the recep-
tive field of the afferent j, v,(j) — a square normalized image patch
with the centre in a(j), corresponding to the receptive field &; (square
normalized) input signal j, and o is the dot product.

The responses of C1 cells are then combined in higher layers. We
define two ways of processing them:

e C1 cells tuned to different features can be combined to yield S2
cells that responded to co-activation of C1 cells tuned to different
orientations.

e (1 cells tuned to same features can be combined to yield C2 cells
responding to the same feature as the C1 cells, but with bigger
receptive fields.

The second layer of simple cells S2 contains a set of features, all
pairs of orientations of C1 cells looking at the same part of space.

The second layer of complex cells C2 represents the pooling stage
with the parameter p that defines the strength of pooling. It can be
defined as follows:

exp(p - |s;]) ,
I -

which performs a linear summation (scaled by the number of afferents)
for p = 0 and the maximum operation for p — oo .
The responses of C2 units feed into the RBFxSOM module.

4 Results and Discussion

The network output represents the activation map, the activation of
each module shows the belonging of the detected expression to one of
five basic emotions. For the purposes of this study, we selected five
basic emotions, which are located on a square plane, divided into 25
parts. The winning module represents the most plausible emotion.
This approach allows defining the most plausible emotion or emotions
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(since the most active module can be defined between two emotions).
In this paper, we used only five emotions, but the usage of a larger
number of emotion labels is also possible (Fig.4).

ACTIVATION MAP

Figure 4. The output of an RBF-network: the activation map describes
the performance of the neural network architecture: the networks ac-
tivated one of five basic emotions (black color refers to absence of ac-
tivation and the white color refers to active module). In this case, the
most active or winning module (the square marked by ”wm”) is closer
to "neutral” expression

We described the properties of the proposed neural architecture for
hierarchical visual perceptual processing, composed of modules resem-
bling human visual system. By introducing this architecture, our model
appeared to be capable of performing recognition and classification of
simple emotions and creating a similarity map of these emotions.

From the point of view of neural network architecture, the per-
formance of the proposed model can be compared with the HMAX
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model [30], [31], since it inherits the general hierarchical architecture
of HMAX. These models would perform similarly within the image
recognition task, because they share the same type of the image pro-
cessing module. That type of processing mechanism is an extension of
classical models of complex cells built from simple cells, consisting of a
hierarchy of layers with linear (S-units, performing template matching)
and non-linear operations (C-units, performing a maximum-like pool-
ing operation) [32]. However, the proposed model differs from HMAX
in two major points. First, the HMAX model utilises the different type
of classification mechanism (which is built with the separate module),
while our model can perform classification at the I'T level. This essential
difference is achieved by using of the SOM of functional modules for the
IT-level recognition, which allows creating of the similarity map of the
objects. Second, we use abstract 3D objects, presented in projections
during the rotation of the object, which adds the rotation invariance
property to the model, while preserving the invariance to scale and
translation.

From the point of view of emotion recognition system, current ap-
proach is close to the one proposed by Paul Ekman [14], but differs in
the type of machine learning techniques, equipment and the number
of emotions (he utilises six basic emotions: anger, disgust, fear, hap-
piness, sadness, and surprise, while we use only five expressions: sad,
angry, neutral, happy, engaged).

The research, described in this work, constitutes the tiny part of the
spacious area of visual object recognition. It includes the description
of main research in the domain of emotion recognition with the means
of computer vision system with the emphasis on the neural network
architectures. It could be further extended in order to add the number
of emotions and to implement different machine learning techniques.
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