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finite multi-objective mixed-strategy games
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Abstract

The Pareto-Nash equilibrium set (PNES) is described as in-
tersection of graphs of efficient response mappings. The prob-
lem of PNES computing in finite multi-objective mixed-strategy
games (Pareto-Nash games) is considered. A method for PNES
computing is studied.
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1 Introduction

The Pareto-Nash equilibrium set (PNES) may be determined via inter-
section of graphs of efficient response mappings — an approach which
may be considered a generalization of the earlier works [14, 15, 16,
17, 7, 18] and the method initiated by Ungureanu in [16] for Nash
equilibrium set (NES) computing in finite mixed-strategy games. By
applying the same approach, the method of PNES computing in finite
mixed-strategy n-player multi-objective games is constructed.

Consider a finite multi-objective strategic game:

Γ = 〈N, {Sp}p∈N, {up(s)}p∈N〉,

where
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• N = {1, 2, ..., n} is a set of players;

• Sp = {1, 2, ..., mp} is a set of strategies of player p ∈ N;

• up(s) : S 7→ Rkp , up(s) =
(
u1

p(s), u
2
p(s), ..., u

kp
p (s)

)
is the utility

vector-function of the player p ∈ N;

• s = (s1, s2, . . . , sn) ∈ S = ×
p∈N

Sp, where S is the set of profiles;

• kp,mp < +∞, p ∈ N.

Let us associate with the utility vector-function up(s), p ∈ N, its
matrix representation

up(s) = Ap
s =

[
api

s1s2...sn

]i=1,...,kp

s∈S
∈ Rkp×m1×m2×···×mn .

The pure-strategy multi-criteria game defines in an evident manner
a mixed-strategy multi-criteria game:

Γ′ = 〈N, {Xp}p∈N, {fp(x)}p∈N〉,

where

• Xp = {xp ∈ Rmp

≥ : xp
1 + xp

2 + · · · + xp
mp = 1} is a set of mixed

strategies of player p ∈ N;

• fp(x) : X 7→ Rkp , fp(x) =
(
f1

p (x), f2
p (x), ..., fkp

p (x)
)

is the utility
vector-function of the player p ∈ N defined on the Cartesian
product X = ×

p∈N
Xp and

f i
p(x) =

m1∑

s1=1

m2∑

s2=1

...

mn∑

sn=1

api
s1s2...sn

x1
s1

x2
s2

...xn
sn

.

Remark that each player has to solve solely the multi-criteria paramet-
ric optimization problem, where the parameters are strategic choices
of the other players.
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Definition 1. Strategy xp ∈ X−p is ”better” than yp ∈ X−p if

fp(xp,x−p) ≥ fp(yp,x−p),∀x−p ∈ X−p

and there exist an index i ∈ {1, ..., kp} and a joint strategy x−p ∈ X−p

for which

f i
p(x

p,x−p) > f i
p(y

p,x−p).

The defined relationship is denoted xp º yp.

Player problem. The player p selects from his set of strategies the
strategy x̂p ∈ Xp, p ∈ N, for which every component of the utility
vector-function fp(xp, x̂−p) has a maximum possible value.

2 Pareto optimality

Definition 2. Strategy x̂p is named efficient (optimal in the sense
of Pareto [11]), if there does not exist other strategy xp ∈ Xp so that
xp º x̂p.

Let us denote the set of efficient strategies (solutions) of the player
p by ef Xp. Any two efficient strategies are equivalent or incomparable.

Theorem 1. If the sets Xp ⊆ Rkp, p = 1, n, are compact and the cost
functions are continuous (f i

p(x) ∈ C(Xp), i = 1,mp, p = 1, n), then
the sets ef Xp, p = 1, n, are non empty.

The proof follows from the known results [4].

Theorem 2. Every element x̂ = (x̂1, x̂2, ..., x̂n) ∈ ef X = ×
p∈N

ef Xp is

efficient.

The proof follows from the definition of efficient strategy.
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3 Pareto-Nash equilibrium

Definition 3. The outcome x̂ ∈ X of the game is Pareto-Nash equi-
librium [1, 2, 12] if

fp(xp, x̂−p) ≤ fp(x̂p, x̂−p), ∀xp ∈ Xp,∀p ∈ N,

where
x̂−p = (x̂1, x̂2, ..., x̂p−1, x̂p+1, ..., x̂n),

x̂−p ∈ X−p = X1 ×X2 × ...×Xp−1 ×Xp+1 × ...×Xn,

x̂ = x̂p ‖ x̂−p = (x̂p, x̂−p) = (x̂1, x̂2, ..., x̂p−1, x̂p, x̂p+1, ..., x̂n)∈ X.

It is well known that not all the games in pure strategies have
PNE, but all the extended games Γ′ have PNE. The proof based
on scalarization technique is presented below. The same scalarization
technique may serve as a bases for diverse alternative formulations of
a PNE, as well as for NE: as a fixed point of the efficient response
correspondence, as a fixed point of a synthesis sum of functions, as
a solution of a nonlinear complementarity problem, as a solution of a
stationary point problem, as a maximum of a synthesis sum of functions
on a polytope, as a semi-algebraic set. The PNES may be considered
as well as an intersection of graphs of efficient response multi-valued
mappings [17, 7]:

Arg ef max
xp∈Xp

fp(xp,x−p) : X−p → Xp, p = 1, n :

PNE(Γ′) =
⋂

p∈N

Grep,

Grep =

{
(xp,x−p) ∈ X :

x−p ∈ X−p,
xp ∈ Arg ef max

xp∈Xp

fp(xp,x−p)

}
.

The problem of PNES determination in the mixed extension of
two-person game was studied in [7]. In this paper a method for
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PNES computing in two-matrix mixed extended games and multi-
matrix mixed extended games is analysed and the method for its com-
puting is proposed.

The complexity of the problem of PNES may be established on the
bases of the problem of NE computing. Let us remember that accord-
ing to [13]: ”The computational complexity of finding one equilibrium
is unclear... Gilboa and Zemel [5] show that finding an equilibrium of a
bi-matrix game with maximum payoff sum is NP-hard, so for this prob-
lem no efficient algorithm is likely to exist. The same holds for other
problems that amount essentially to examining all equilibria, like find-
ing an equilibrium with maximum support”. Consequently, the problem
of Pareto-Nash equilibria set computing has at least such complexity
as the problem of NE computing. Recently, in [3] the fact that the
problem of NE computing in two-player game is PPAD-complete was
established(PPAD is an abbreviation for Polynomial Parity Argument
for Directed graphs [10]). The hardness of the problem of computing
Nash equilibria in a two-player normal form (bimatrix) game was es-
tablished in [6], too, from the perspective of parameterized complexity.
These facts enforce conclusion that the problem of computing
PNES is computationally very hard (unless P = NP).

As it is easy to see, the algorithm for PNES computing in
multi-matrix mixed-strategy games solves, particularly, the problem
of PNES computing in m×n mixed-strategy games. But, two-matrix
game has peculiar features that permits to give a more expedient algo-
rithm. Examples have to give the reader the opportunity to easy and
prompt grasp of the paper.

4 Scalarization Technique

The solution of multi-criteria problem may be found by applying the
scalarization technique (weighted sum method), which may interpret
the weighted sum of the player utility functions as the unique utility
(synthesis) function of the player p (p = 1, n):
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Fp(x, λp) = λp
1

m1∑

s1=1

m2∑

s2=1

...

mn∑

sn=1

ap1
s1s2...sn

x1
s1

x2
s2

...xn
sn

+ ...+

+ λp
kp

m1∑

s1=1

m2∑

s2=1

...

mn∑

sn=1

a
pkp
s1s2...snx1

s1
x2

s2
...xn

sn
,

xp ∈ Xp,
λp = (λp

1, λ
p
2, . . . , λ

p
kp

) ∈ Λp,

Λp =
{

λp ∈ Rkp :
λp

1 + λp
2 + · · ·+ λp

kp
= 1,

λp
i ≥ 0, i = 1, kp,

}
,

p = 1, n.

Theorem 3. Let x−p ∈ X−p.

1. If x̂p is the solution of mono-criterion problem max
xp∈Xp

Fp(x, λp),

for some λp ∈ Λp, λp > 0, then x̂p is the efficient point for player
p ∈ N for the fixed x−p.

2. The solution x̂p of problem max
xp∈Xp

Fp(x, λp), with λp ≥ 0, p ∈ N

is efficient point for player p ∈ N, if it is unique.

Theorem’s proof follows from the sufficient Pareto condition with
linear synthesis function [4].

Let us define the mono-criteria game

Γ′′(λ1, λ2, ..., λn) = 〈N, {Xp}p∈N, {Fp(x, λp)}p∈N〉,
where

• λp ∈ Λp, p ∈ N,

• Xp = {xp ∈ Rmp

≥ : xp
1 + xp

2 + · · · + xp
mp = 1} is a set of mixed

strategies of player p ∈ N;
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• Fp(x, λp) : X 7→ Rkp , is the utility synthesis function of the
player p ∈ N, described above, defined on X and Λp.

For simplicity, let us introduce the notations:

Γ′′(λ) = Γ′′(λ1, λ2, ..., λn),

λ = (λ1, λ2, ..., λn) ∈ Λ = Λ1 ×Λ2 × ...×Λn.

Evidently, the game Γ′′(λ) represents a multi-matrix mixed-strategy
mono-criterion game for a fixed λ ∈ Λ. It’s very well known that such
a game has NE [9]. Consequently, from this well known result and from
the precedent theorem the next theorems follow.

Theorem 4. The outcome x̂ ∈ X is a PNE in Γ′ if and only if there
exists such a λ ∈ Λ, λ > 0,p ∈ N for which x̂ ∈ X is a NE in Γ′′(λ).

Theorem 5. PNES(Γ′) =
⋃

λ∈Λ,λ>0

NES(Γ′′(λ)) 6= ∅.

Let us denote the graphs of best response mappings

Arg max
xp∈Xp

Fp(xp,x−p, λp) : X−p → Xp, p = 1, n,

by

Grp(λp) =

{
(xp,x−p) ∈ X :

x−p ∈ X−p,
xp ∈Arg max

xp∈Xp

Fp(xp,x−p, λp)

}
,

Grp =
⋃

λp∈Λp,λp>0

Grp(λp).

From the above, we are able to establish the truth of the next theorem,
which permits us to compute the PNES in Γ′.

Theorem 6. PNES = PNES(Γ′) =
n⋂

p=1

Grp.
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5 PNES in two-player mixed-strategy games

Consider a two-player m× n game Γ with matrices:

Aq = (aq
ij), B

r = (br
ij), i = 1,m, j = 1, n, q = 1, k1, r = 1, k2.

Let Aiq, i = 1,m, q = 1, k1 denote the lines of matrices Aq, q = 1, k1,
bjr, j = 1, n, r = 1, k2, denote the columns of matrices Br, r = 1, k2,

X = {x ∈ Rm
≥ : x1 + x2 + · · ·+ xm = 1},

Y = {y ∈ Rn
≥ : y1 + y2 + · · ·+ yn = 1}.

As above, we consider the mixed-strategy game Γ′ and the game
Γ′′(λ1, λ2) with synthesis functions of the players:

F1(x,y, λ1) = λ1
1

m∑

i=1

n∑

j=1

a1
ijxiyj + · · ·+ λ1

k1

m∑

i=1

n∑

j=1

ak1
ij xiyj =

=
[(

λ1
1A

11 + λ1
2A

12 + · · ·+ λ1
k1

A1k1

)
y
]
x1 + · · ·+

+
[(

λ1
1A

m1 + λ1
2A

m2 + · · ·+ λ1
k1

Amk1

)
y
]
xm,

F2(x,y, λ2) = λ2
1

m∑

i=1

n∑

j=1

b1
ijxiyj + · · ·+ λ2

k2

m∑

i=1

n∑

j=1

bk2
ij xiyj =

=
[
xT

(
λ2

1b
11 + λ2

2b
12 + · · ·+ λ2

k2
b1k2

)]
y1 + · · ·+

+
[
xT

(
λ2

1b
n1 + λ2

2b
n2 + · · ·+ λ2

k2
bnk2

)]
yn,

λ1
1 + λ1

2 + · · ·+ λ1
k1

= 1, λ1
q ≥ 0, q = 1, ..., k1,

λ2
1 + λ2

2 + · · ·+ λ2
k2

= 1.λ2
r ≥ 0, r = 1, ..., k2.
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The game Γ′′ = 〈X,Y; F1, F2〉 is a scalarization of the mixed-strategy
multi-criteria two-player game Γ′.

If the strategy of the second player is fixed, then the first player
has to solve a linear programming parametric problem:

F1(x,y, λ1) → max,x ∈ X, (1)

where λ1 ∈ Λ1 and y ∈ Y.
Analogically, the second player has to solve the linear programming

parametric problem:

F2(x,y, λ2) → max,y ∈ Y, (2)

with the parameter-vector λ2 ∈ Λ2 and x ∈ X.
Denote exT = (1, . . . , 1) ∈ Rm, eyT = (1, . . . , 1) ∈ Rn. The so-

lution of linear programming problem is realized on the vertices of
polytopes of feasible solutions. In the problems (1) and (2) the sets
X and Y have m and, respectively, n vertices — the axis unit vec-
tors exi ∈ Rm, i = 1,m and eyj ∈ Rn, j = 1, n. Thus, in accordance
with the simplex method and its optimality criterion, in the parametric
problem (1) the parameter set Y is partitioned in such m subsets

Y i(λ1) =





y ∈ Rn :




k1∑

q=1

λ1
q(A

kq −Aiq)


y ≤ 0,

k = 1, m,
λ1

1 + λ1
2 + · · ·+ λ1

k1
= 1, λ1 > 0,

eyTy = 1,
y ≥ 0.





, i = 1,m,

for which one of the optimal solution of the linear programming prob-
lem (1) is exi – the corresponding xi axis unit vector.

Let U =
{
i ∈ {1, 2, . . . ,m} : Y i(λ1) 6= ∅}. In conformity with the

optimality criterion of the simplex method ∀i ∈ U and ∀I ∈ 2U\{i} all
the points of

Conv{exk , k ∈ I ∪ {i}} =



 x ∈ Rm :

exTx = 1,
x ≥ 0,
xk = 0, k /∈ I ∪ {i}




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are optimal for parameters

y ∈ Y iI(λ1) =





y ∈ Rn :




k1∑

q=1

λ1
q(A

kq −Aiq)


y = 0, k ∈ I,




k1∑

q=1

λ1
q(A

kq −Aiq)


y ≤ 0, k /∈ I ∪ {i},

λ1
1 + λ1

2 + · · ·+ λ1
k1

= 1, λ1 > 0,

eyTy = 1,
y ≥ 0.





.

Evidently Y i∅(λ1) = Y i(λ1). Hence,

Gr1(λ1) =
⋃

i∈U,I∈2U\{i}
Conv{exk , k ∈ I ∪ {i}} × Y iI(λ1).

Gr1 =
⋃

λ1∈Λ1, λ1>0

Gr1(λ1).

In the parametric problem (2) the parameter set X is partitioned in
such n subsets

Xj(λ2) =





x ∈ Rm :

(
k2∑

r=1

λ2
r(b

kr − bjr)

)
x ≤ 0, k = 1, n,

λ2
1 + λ2

2 + · · ·+ λ2
k2

= 1, λ2 > 0,

exTx = 1,
x ≥ 0.





, j = 1, n,

for which one of the optimal solution of the linear programming prob-
lem (2) is eyj – the corresponding yj axis unit vector.

Let V =
{
j ∈ {1, 2, . . . , n} : Xj(λ2) 6= ∅}. In conformity with the

optimality criterion of the simplex method ∀j ∈ V and ∀J ∈ 2V \{j} all
the points of

Conv{eyk , k ∈ J ∪ {j}} =



 y ∈ Rn :

eyTy = 1,
y ≥ 0,
yk = 0, k /∈ J ∪ {j}




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are optimal for parameters

x ∈ XjJ(λ2) =





x ∈ Rm :

(
k2∑

r=1

λ2
r(b

kr − bjr)

)
x = 0, k ∈ J,

(
k2∑

r=1

λ2
r(b

kr − bjr)

)
x ≤ 0, k /∈ J ∪ {j},

λ2
1 + λ2

2 + · · ·+ λ2
k2

= 1, λ2 > 0,

exTx = 1,
x ≥ 0.





.

Evidently Xj∅(λ2) = Xj(λ2). Hence,

Gr2(λ2) =
⋃

j∈V,J∈2V \{j}
XjJ(λ2)×Conv{eyk , k ∈ J ∪ {j}}.

Gr2 =
⋃

λ2∈Λ2, λ2>0

Gr2(λ2).

Finally,
PNE(Γ′′) = Gr1

⋂
Gr2 =

=
⋃

λ1 ∈ Λ1, λ1 > 0
λ2 ∈ Λ2, λ2 > 0

⋃

i ∈ U, I ∈ 2U\{i}

j ∈ V, J ∈ 2V \{j}

XjJ
iI (λ2)× Y iI

jJ (λ1),

where XjJ
iI (λ2)× Y iI

jJ (λ1) is a convex component of PNES,

XjJ
iI (λ2) = Conv{exk , k ∈ I ∪ {i}} ∩XjJ(λ2),

Y iI
jJ (λ1) = Conv{eyk , k ∈ J ∪ {j}} ∩ Y iI(λ1),

XjJ
iI (λ2) =





x ∈ Rm :

(
k2∑

r=1

λ2
r(b

kr − bjr)

)
x = 0, k ∈ J,

(
k2∑

r=1

λ2
r(b

kr − bjr)

)
x ≤ 0, k /∈ J ∪ {j},

λ2
1 + λ2

2 + · · ·+ λ2
k2

= 1, λ2 > 0,

exTx = 1,x ≥ 0,
xk = 0, k /∈ I ∪ {i}




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is a set of strategies x ∈ X with support from {i} ∪ I and for which
points of Conv{eyk , k ∈ J ∪ {j}},

Y iI
jJ (λ1) =





y ∈ Rn :




k1∑

q=1

λ1
q(A

kq −Aiq)


y = 0, k ∈ I,




k1∑

q=1

λ1
q(A

kq −Aiq)


y ≤ 0, k /∈ I ∪ {i},

λ1
1 + λ1

2 + · · ·+ λ1
k1

= 1, λ1 > 0,

eyTy = 1,y ≥ 0,
yk = 0, k /∈ J ∪ {j}





is a set of strategies y ∈ Y with support from {j} ∪ J and for which
points of Conv{exk , k ∈ I ∪ {i}} are optimal.

Theorem 7. PNE(Γ′′) = Gr1
⋂

Gr2 =

=
⋃

λ1 ∈ Λ1, λ1 > 0
λ2 ∈ Λ2, λ2 > 0

⋃

i ∈ U, I ∈ 2U\{i}

j ∈ V, J ∈ 2V \{j}

XjJ
iI (λ2)× Y iI

jJ (λ1).

The proof of the theorem is performed above.

Theorem 8. If Xj∅
iI (λ2) = ∅, then XjJ

iI (λ2) = ∅ for all J ∈ 2V .

For the proof it is sufficient to maintain that XjJ
iI (λ2) ⊆ Xj∅

iI (λ2)
for J 6= ∅.

Theorem 9. If Y i∅
jJ (λ1) = ∅, then Y iI

jJ (λ1) = ∅ for all I ∈ 2U .

From the above the algorithm for PNES computing follows:

PNE = ∅; U = {i ∈ {1, 2, ..., m} : Y i(λ1) 6= ∅}; UX = U ;
V = {j ∈ {1, 2, ..., n} : Xj(λ2) 6= ∅};
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for i ∈ U do
{

UX = UX \ {i};
for I ∈ 2UX do
{

V Y = V ;
for j ∈ V do
{

if (Xj∅
iI (λ2) = ∅) break;

V Y = V Y \ {j};
for J ∈ 2V Y do

if (Y iI
jJ (λ1) 6= ∅)

PNE = PNE ∪ (XjJ
iI (λ2)× Y iI

jJ (λ1));
}

}
}

Algorithm executes the interior if no more then

2m−1(2n−1 +2n−2 + · · ·+21 +20)+2m−2(2n−1 +2n−2 + · · ·+21 +20)+
. . .

+ 21(2n−1 + 2n−2 + · · ·+ 21 + 20) + 20(2n−1 + 2n−2 + · · ·+ 21 + 20) =
= (2m − 1)(2n − 1)

times. So, the following theorem is true.

Theorem 10. The algorithm examines no more than (2m− 1)(2n− 1)
polytopes of the XjJ

iI (λ2)× Y iI
jJ (λ1) type.

If all the players’ strategies are equivalent, then PNES consists of
(2m − 1)(2n − 1) polytopes.

Evidently, for practical reasons algorithm may be improved by iden-
tifying equivalent, dominant and dominated strategies in pure game
[4, 14, 15, 16] with the following pure and extended game simplifica-
tion, but the difficulty is connected with multi-criteria nature of the
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initial game. ”In a nondegenerate game, both players use the same
number of pure strategies in equilibrium, so only supports of equal
cardinality need to be examined” [13]. This property may be used
to minimize essentially the number of components XjJ

iI (λ2)× Y iI
jJ (λ1)

examined in nondegenerate game.

Example 1. Matrices of the two person game are

A =
[

1, 0 0, 2 4, 1
0, 2 2, 1 3, 3

]
, B =

[
0, 1 2, 3 3, 3
6, 4 5, 1 3, 0

]

The exterior cycle in the above algorithm is executed for the value i = 1.
As

X1∅
1∅ (λ

2) =





x ∈ R2 :

(2λ2
1 + 2λ2

2)x1 + (−λ2
1 − 3λ2

2)x2 ≤ 0,
(3λ2

1 + 2λ2
2)x1 + (−3λ2

1 − 4λ2
2)x2 ≤ 0

λ2
1 + λ2

2 = 1, λ2 > 0,
x1 + x2 = 1,
x1 ≥ 0, x2 = 0.





= ∅,

then the cycle for j = 1 is omitted.
Since

X2∅
1∅ (λ

2) =





x ∈ R2 :

(−2λ2
1 − 2λ2

2)x1 + (λ2
1 + 3λ2

2)x2 ≤ 0,
λ2

1x1 + (−2λ2
1 − λ2

2)x2 ≤ 0,
λ2

1 + λ2
1 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 = 0.




6= ∅,

Y 1∅
2∅ (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 ≤ 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 ≥ 0, y3 = 0.




6= ∅,

the point (1, 0)× (0, 1, 0) is a Pareto-Nash equilibrium for which 〈0, 2〉
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and 〈2, 3〉.

X
2{3}
1∅ (λ2) =





x ∈ R2 :

(−2λ2
1 − 2λ2

2)x1 + (λ2
1 + 3λ2

2)x2 ≤ 0,
λ2

1x1 + (−2λ2
1 − λ2

2)x2 = 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 = 0.




6= ∅,

Y 1∅
2{3}(λ

1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 ≤ 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 ≥ 0, y3 ≥ 0.




6= ∅,

the set





(
1
0

)
×




0
0 ≤ y2 ≤ 1

3
2
3 ≤ y3 ≤ 1


 ,

(
1
0

)
×




0
2
3 ≤ y2 ≤ 1
0 ≤ y3 ≤ 1

3








is PNE.
Since

X3∅
1∅ (λ

2) =





x ∈ R2 :

(−3λ2
1 − 2λ2

2)x1 + (3λ2
1 + 4λ2

2)x2 ≤ 0,
−λ2

1x1 + (2λ2
1 + λ2

2)x2 ≤ 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 = 0.




6= ∅,

Y 1∅
3∅ (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 ≤ 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 = 0, y3 ≥ 0.




6= ∅,

the point (1, 0)× (0, 0, 1) is a Pareto-Nash equilibrium for which 〈4, 1〉
and 〈3, 3〉.
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Since

X1∅
1{2}(λ

2) =





x ∈ R2 :

(2λ2
1 + 2λ2

2)x1 + (−λ2
1 − 3λ2

2)x2 ≤ 0,
(3λ2

1 + 2λ2
2)x1 + (−3λ2

1 − 4λ2
2)x2 ≤ 0,

λ2
1 + λ2

2 = 1, λ2 > 0,
x1 + x2 = 1,
x1 ≥ 0, x2 ≥ 0.




6= ∅,

Y
1{2}
1∅ (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 = 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 ≥ 0, y2 = 0, y3 = 0.




6= ∅,

the set
{(

0 ≤ x1 ≤ 1
3 , 2

3 ≤ x2 ≤ 1
)× (1, 0, 0)

}
is a Pareto-Nash equilib-

rium.
Since

X
1{2}
1{2} (λ

2) =





x ∈ R2 :

(2λ2
1 + 2λ2

2)x1 + (−λ2
1 − 3λ2

2)x2 = 0,
(3λ2

1 + 2λ2
2)x1 + (−3λ2

1 − 4λ2
2)x2 ≤ 0,

λ2
1 + λ2

2 = 1, λ2 > 0,
x1 + x2 = 1,
x1 ≥ 0, x2 ≥ 0.




6= ∅,

Y
1{2}
1{2} (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 = 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1
y1 ≥ 0, y2 ≥ 0, y3 = 0.




6= ∅,

the set
{(

1
3 ≤ x1 ≤ 3

5 , 2
5 ≤ x2 ≤ 2

3

)× (
0 ≤ y1 ≤ 1

3 , 2
3 ≤ y2 ≤ 1, 0

)}⋃
{(

1
3 ≤ x1 ≤ 3

5 , 2
5 ≤ x2 ≤ 2

3

)× (
2
3 ≤ y1 ≤ 1, 0 ≤ y2 ≤ 1

3 , 0
)}

is a Pareto-
Nash equilibrium. X

1{3}
1{2} (λ

2) = ∅, X
1{2,3}
1{2} (λ2) = ∅.

Since

X2∅
1{2}(λ

2) =





x ∈ R2 :

(−2λ2
1 − 2λ2

2)x1 + (λ2
1 + 3λ2

2)x2 ≤ 0,
λ2

1x1 + (−2λ2
1 − λ2

2)x2 ≤ 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 ≥ 0.




6= ∅,
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Y
1{2}
2∅ (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 = 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 ≥ 0, y3 = 0.




6= ∅,

the set
{(

3
5 ≤ x1 ≤ 2

3 , 1
3 ≤ x2 ≤ 2

5

)× (0, 1, 0)
}

is a Pareto-Nash equilib-
rium.
Since

X
2{3}
1{2} (λ

2) =





x ∈ R2 :

(−2λ2
1 − 2λ2

2)x1 + (λ2
1 + 3λ2

2)x2 ≤ 0,
λ2

1x1 + (−2λ2
1 − λ2

2)x2 = 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 ≥ 0.




6= ∅,

Y
1{2}
2{3} (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 = 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 ≥ 0, y3 ≥ 0.




6= ∅,

the set
{(

2
3 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1

3

)× (
0, 0 ≤ y2 ≤ 1

3 , 2
3 ≤ y3 ≤ 1

)}⋃
{(

2
3 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1

3

)× (
0, 2

3 ≤ y2 ≤ 1, 0 ≤ y3 ≤ 1
3

)}
is a Pareto-

Nash equilibrium.

X3∅
1{2}(λ

2) =





x ∈ R2 :

(−3λ2
1 − 2λ2

2)x1 + (3λ2
1 + 4λ2

2)x2 ≤ 0,
−λ2

1x1 + (2λ2
1 + λ2

2)x2 ≤ 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 ≥ 0, x2 ≥ 0.




6= ∅,

Y
1{2}
3∅ (λ1) =





y ∈ R3 :

(−λ1
1 + 2λ1

2)y1 + (2λ1
1 − λ1

2)y2+
+(−λ1

1 + 2λ1
2)y3 = 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 = 0, y2 = 0, y3 ≥ 0.




6= ∅,
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the set
{(

2
3 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1

3

)× (0, 0, 1)
}

is a Pareto-Nash equilib-
rium.

The exterior cycle is executed for the value i = 2.

X1∅
2∅ (λ

2) =





x ∈ R2 :

(2λ2
1 + 2λ2

2)x1 + (−λ2
1 − 3λ2

2)x2 ≤ 0,
(3λ2

1 + 2λ2
2)x1 + (−3λ2

1 − 4λ2
2)x2 ≤ 0,

λ2
1 + λ2

2 = 1, λ2 > 0,
x1 + x2 = 1,
x1 = 0, x2 ≥ 0.




6= ∅

Y 2∅
1∅ (λ1) =





y ∈ R3 :

(λ1
1 − 2λ1

2)y1 + (−2λ1
1 + λ1

2)y2+
+(λ1

1 − 2λ1
2)y3 ≤ 0,

λ1
1 + λ1

2 = 1, λ1 > 0,
y1 + y2 + y3 = 1,
y1 ≥ 0, y2 = 0, y3 = 0.




6= ∅

the point (0, 1)× (1, 0, 0) is a Pareto-Nash equilibrium for which 〈0, 2〉
and 〈6, 4〉. X

1{2}
2∅ (λ2) = ∅, X

1{3}
2∅ (λ2) = ∅, X

1{2,3}
2∅ (λ2) = ∅.

Because

X2∅
2∅ (λ

2) =





x ∈ R2 :

(−2λ2
1 − 2λ2

2)x1 + (λ2
1 + 3λ2

2)x2 ≤ 0,
λ2

1x1 + (−2λ2
1 − λ2

2)x2 ≤ 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 = 0, x2 ≥ 0.





= ∅,

the cycle for j = 2 is omitted.

X3∅
2∅ (λ

2) =





x ∈ R2 :

(−3λ2
1 − 2λ2

2)x1 + (3λ2
1 + 4λ2

2)x2 ≤ 0,
−λ2

1x1 + (2λ2
1 + λ2

2)x2 ≤ 0,
λ2

1 + λ2
2 = 1, λ2 > 0,

x1 + x2 = 1,
x1 = 0, x2 ≥ 0.





= ∅.

Thus, the PNES consists of nine elements – three pure and six mixed
Pareto-Nash equilibria.

Let us add one more utility function in the above example for each
player.
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Example 2. Matrices of the two person game are

A =
[

1, 0, 2 0, 2, 1 4, 1, 3
0, 2, 1 2, 1, 0 3, 3, 1

]
, B =

[
0, 1, 0 2, 3, 1 3, 3, 2
6, 4, 5 5, 1, 3 3, 0, 1

]
.

Algorithm examines (22 − 1)(23 − 1) = 21 cases for this game. The
PNES consists of eleven components. The set of Pareto-Nash equi-
libria is expanded comparatively with the first example and it coincides
with the graph of best response mapping of the second player.

Corollary. Number of criteria increases the total number of arith-
metic operations, but the number of investigated cases remains intact.

Example 3. Let us examine the game with matrices:

A =




2, 0 1, 2 6,−1
3, 5 2, 0 −1, 2
−1, 3 2, 3 1, 1


 , B =




1, 2 0, 1 3, 2
−1, 3 1,−1 −2, 0
2, 0 −1, 3 2, 1


 .

The algorithm will examine (23−1)(23−1) = 49 of polyhedra XjJ
iI (λ2)×

Y iI
jJ (λ1). In this game thirty-seven components XjJ

iI (λ2) and eighteen
components Y iI

jJ (λ1) are nonempty. The PNES consists of twenty-
three elements.

6 PNES in n-player m1 ×m2 × · · · ×mn mixed-
strategy games

Consider a n-player m1 ×m2 × · · · ×mn mixed-strategy game

Γ′′(λ) = 〈N, {Xp}p∈N, {Fp(x, λp)}p∈N〉,

formulated in Section 4. The utility synthesis functions of the player p
are linear if the strategies of the remaining players are fixed:
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Fp(x, λp) = (λp
1

∑

s−p∈S−p

ap1
1‖s−p

∏

q=1,n,q 6=p

xq
sq

+ · · ·+

λp
kp

∑

s−p∈S−p

a
pkp

1‖s−p

∏

q=1,n,q 6=p

xq
sq

)xp
1

+ · · ·+
(λp

1

∑

s−p∈S−p

ap1
mp‖s−p

∏

q=1,n,q 6=p

xq
sq

+ · · ·+

λp
kp

∑

s−p∈S−p

a
pkp

mp‖s−p

∏

q=1,n,q 6=p

xq
sq

)xp
mp

,

λp
1 + λp

2 + · · ·+ λp
kp

= 1, λp
i ≥ 0, i = 1, kp,

Thus, the player p has to solve a linear parametric problem with pa-
rameter vectors x−p ∈ X−p and λp ∈ Λp:

Fp(xp,x−p, λp) → max, xp ∈ Xp, λp ∈ Λp, p = 1, n. (3)

The solution of this problem is realized on the vertices of polytope Xp

that has mp vertices — xp
i axis unit vectors exp

i ∈ Rmi , i = 1,mp. Thus,
in accordance with the simplex method and its optimality criterion, the
parameter set X−p is partitioned in the such mp subsets X−p(ip)(λp):





∑

s−p∈S−p


 ∑

i=1,kp

λp
i (a

pi
k‖s−p

− api
ip‖s−p

)


 ∏

q=1,n,q 6=p

xq
sq
≤ 0,

k = 1,mp, λ
p
1 + λp

2 + · · ·+ λp
kp

= 1, λp > 0,

xq
1 + xq

2 + · · ·+ xq
mq = 1, q = 1, n, q 6= p,

x−p ≥ 0.

,

for x−p ∈ Rm−mp , ip = 1, mp for which one of the optimal solution of
the linear programming problem (3) is exp

i .
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Let Up = {ip ∈ {1, 2, . . . ,mp} : X−p(ip)(λp) 6= ∅}, epT =
(1, . . . , 1) ∈ Rmp . In conformity with the optimality criterion of the
simplex method ∀ip ∈ Up and ∀Ip ∈ 2Up\{ip} all the points of

Conv{exp
k , k ∈ Ip ∪ {ip}} =



 x ∈ Rmp :

epTxp = 1,
xp ≥ 0,
xp

k = 0, k /∈ Ip ∪ {ip}





are optimal for parameters x−p ∈ X−p(ipIp)(λp) ⊂ Rm−mp , where
X−p(ipIp)(λp) is a set of solutions of the system:




∑

s−p∈S−p


 ∑

i=1,kp

λp
i (a

pi
k‖s−p

− api
ip‖s−p

)


 ∏

q=1,n,q 6=p

xq
sq

= 0, k ∈ Ip,

∑

s−p∈S−p


 ∑

i=1,kp

λp
i (a

pi
k‖s−p

− api
ip‖s−p

)


 ∏

q=1,n,q 6=p

xq
sq
≤ 0, k /∈ Ip ∪ {ip},

λp
1 + λp

2 + · · ·+ λp
kp

= 1, λp > 0,

erTxr = 1, r = 1, n, r 6= p,
xr ≥ 0, r = 1, n, r 6= p.

Evidently X−p(ip∅)(λp) = X−p(ip)(λp). Hence,

Grp(λp) =
⋃

ip∈Up,Ip∈2Up\{ip}
Conv{exp

k , k ∈ Ip ∪ {ip}} ×X−p(ipIp)(λp).

Grp =
⋃

λp∈Λp, λp>0

Grp(λp).

Finally,

PNE(Γ′′(λ)) =
n⋂

p=1

Grp,

n⋂

p=1

Grp =
⋃

λ∈Λ, λ>0

⋃

i1 ∈ U1, I1 ∈ 2U1\{i1}

. . .

in ∈ Un, In ∈ 2Un\{in}

X(i1I1 . . . inIn)(λ),
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where X(i1I1 . . . inIn)(λ) = PNE(i1I1 . . . inIn)(λ) is a set of solutions
of the system:




∑

s−r∈S−r


 ∑

i=1,kr

λr
i (a

ri
k‖s−r

− ari
ir‖s−r

)


 ∏

q=1,n,q 6=r

xq
sq

= 0, k ∈ Ir,

∑

s−r∈S−r


 ∑

i=1,kr

λr
i (a

ri
k‖s−r

− ari
ir‖s−r

)


 ∏

q=1,n,q 6=r

xq
sq
≤ 0, k /∈ Ir ∪ {ir},

λr
1 + λr

2 + · · ·+ λr
kr

= 1, λ > 0, r = 1, n,

erTxr = 1,xr ≥ 0, r = 1, n,
xr

k = 0, k /∈ Ir ∪ {ir}, r = 1, n.

Theorem 11. PNE(Γ′′(λ)) =
n⋂

p=1

Grp,

n⋂

p=1

Grp =
⋃

λ∈Λ, λ>0

⋃

i1 ∈ U1, I1 ∈ 2U1\{i1}

. . .

in ∈ Un, In ∈ 2Un\{in}

X(i1I1 . . . inIn)(λ).

The Theorem 11 is an extension of Theorem 7 to n-player game.
The proof is performed above.

The following theorem is a corollary of Theorem 11.

Theorem 12. PNE(Γ′′(λ)) consists of no more then

(2m1 − 1)(2m2 − 1) . . . (2mn − 1)

components of the type X(i1I1 . . . inIn)(λ).

In game for which all the players have equivalent strategies PNES
is partitioned in maximal number (2m1 − 1)(2m2 − 1) . . . (2mn − 1) of
components.

Generally, the components X(i1I1 . . . inIn)(λ) are non-convex in n-
player game (n ≥ 3).

195



V. Lozan, V. Ungureanu

An exponential algorithm for PNES computing in n-player game
simply follows from the expression in Theorem 11. The algorithm re-
quires to solve (2m1 − 1)(2m2 − 1) . . . (2mn − 1) finite systems of multi-
linear (n−1-linear) and linear equations and inequalities in m variables.
The last problem is itself a difficult one.

Example 4. It is considered a three-player extended 2× 2× 2 (dyadic
bi-criteria) game with matrices:

a1∗∗ =
[

9, 6 0, 0
0, 0 3, 2

]
, a2∗∗ =

[
0, 0 3, 4
9, 3 0, 0

]
,

b∗1∗ =
[

8, 3 0, 0
0, 0 4, 6

]
, b∗2∗ =

[
0, 0 4, 3
8, 6 0, 0

]
,

c∗∗1 =
[

12, 6 0, 0
0, 0 2, 4

]
, c∗∗2 =

[
0, 0 6, 6
4, 2 0, 0

]
.

F1(x,y, z, λ1) = ((9λ1
1 + 6λ1

2)y1z1 + (3λ1
1 + 2λ1

2)y2z2)x1+
+((9λ1

1 + 3λ1
2)y2z1 + (3λ1

1 + 4λ1
2)y1z2)x2,

F2(x,y, z, λ2) = ((8λ2
1 + 3λ2

2)x1z1 + (4λ2
1 + 6λ2

2)x2z2)y1+
+((8λ2

1 + 6λ2
2)x2z1 + (4λ2

1 + 3λ2
2)x1z2)y2,

F3(x,y, z, λ3) = ((12λ3
1 + 6λ3

2)x1y1 + (2λ3
1 + 4λ3

2)x2y2)z1+
+((4λ3

1 + 2λ3
2)x2y1 + (6λ3

1 + 6λ3
2)x1y2)z2.

By applying substitutions: λ1
1 = λ1 > 0 and λ1

2 = 1 − λ1 > 0,
λ2

1 = λ2 > 0 and λ2
2 = 1 − λ2 > 0, λ3

1 = λ3 > 0 and λ3
2 = 1 − λ3 > 0,

we obtain:
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F1(x,y, z, λ1) = ((6 + 3λ1)y1z1 + (2 + λ1)y2z2)x1+
+((3 + 6λ1)y2z1 + (4− λ1)y1z2)x2,

F2(x,y, z, λ2) = ((3 + 5λ2)x1z1 + (6− 2λ2)x2z2)y1+
+((6 + 2λ2)x2z1 + (3 + λ2)x1z2)y2,

F3(x,y, z, λ3) = ((6 + 6λ3)x1y1 + (4− 2λ3)x2y2)z1+
+((2 + 2λ3)x2y1 + 6x1y2)z2.

Totally, we have to consider (22 − 1)(22 − 1)(22 − 1) = 27 com-
ponents. Further, we will enumerate only nonempty components.
Thus, PNE(1∅1∅1∅)(λ) = (1, 0) × (1, 0) × (1, 0) (for which the gains
〈9, 6〉, 〈8, 3〉, 〈12, 6〉) is the solution of the system:




(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 ≤ 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 ≤ 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 = 0,
y1 + y2 = 1, y1 ≥ 0, y2 = 0,
z1 + z2 = 1, z1 ≥ 0, z2 = 0.

PNE(1∅1{2}1{2})(λ) = (1, 0) ×
(

1
3 ≤ y1 ≤ 1

1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)

is the solution of the system:




(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 ≤ 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 = 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 = 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 = 0,
y1 + y2 = 1, y1 ≥ 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 ≥ 0.

PNE(1∅2∅2∅)(λ) = (1, 0) × (0, 1) × (0, 1) and the gains 〈3, 2〉, 〈4, 3〉,
〈6, 6〉 are the solution of the system:
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



(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 ≤ 0,
−(6 + 2λ2)x2z1 − (3 + λ2)x1z2 + (3 + 5λ2)x1z1 + (6− 2λ2)x2z2≤0,
−(2 + 2λ3)x2y1 − 6x1y2 + (6 + 6λ3)x1y1 + (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 = 0,
y1 + y2 = 1, y1 = 0, y2 ≥ 0,
z1 + z2 = 1, z1 = 0, z2 ≥ 0.

PNE(1{2}1∅1{2})(λ) =
(

1
4 ≤ x1 ≤ 1

1− x1

)
×

(
1
0

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)

is the solution of the system:




(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 = 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 ≤ 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 = 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 = 0,
z1 + z2 = 1, z1 ≥ 0, z2 ≥ 0.

PNE(1{2}1{2}1∅)(λ) =
(

1
2 ≤ x1 ≤ 2

3
1− x1

)
×

(
1
3 ≤ y1 ≤ 1

2
1− y1

)
× (1, 0)

is the solution of the system:




(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 = 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 = 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 = 0.

PNE(1{2}1{2}1{2})(λ) =

=
{(

1
2 ≤ x1 ≤ 1

1− x1

)
×

(
1
3 ≤ y1 ≤ 1

2
1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)} ⋃
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⋃ {(
1
4 ≤ x1 ≤ 2

5
1− x1

)
×

(
0 ≤ y1 ≤ 1

1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)}⋃

⋃ {(
0 ≤ x1 ≤ 1

4
1− x1

)
×

(
0 ≤ y1 ≤ 5x1−2

9x1−3

1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)} ⋃

⋃{(
2
5 ≤ x1 ≤ 1

2
1− x1

)
×

( 5x1−2
9x1−3 ≤ y1 ≤ 1

1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)}

is the solution of the system:





(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 = 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 = 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 = 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 ≥ 0.

PNE(1{2}1{2}2∅)(λ) =
(

1
2 ≤ x1 ≤ 2

3
1− x1

)
×

(
1
3 ≤ y1 ≤ 1

2
1− y1

)
×

(
0
1

)

is the solution of the system:





(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 = 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 = 0,
−(2 + 2λ3)x2y1 − 6x1y2 + (6 + 6λ3)x1y1 + (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 ≥ 0,
z1 + z2 = 1, z1 = 0, z2 ≥ 0.

PNE(1{2}2∅1{2})(λ) =
(

0 ≤ x1 ≤ 2
5

1− x1

)
×

(
0
1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)
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is the solution of the system:





(3 + 6λ1)y2z1 + (4− λ1)y1z2 − (6 + 3λ1)y1z1 − (2 + λ1)y2z2 = 0,
−(6 + 2λ2)x2z1 − (3 + λ2)x1z2 + (3 + 5λ2)x1z1 + (6− 2λ2)x2z2≤0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 = 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0,
y1 + y2 = 1, y1 = 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 ≥ 0.

PNE(2∅1∅2∅)(λ) = (0, 1) × (1, 0) × (0, 1) and the gains 〈3, 4〉, 〈4, 6〉,
〈4, 2〉 is the solution of the system:





−(3 + 6λ1)y2z1 − (4− λ1)y1z2 + (6 + 3λ1)y1z1 + (2 + λ1)y2z2 ≤ 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 ≤ 0,
−(2 + 2λ3)x2y1 − 6x1y2 + (6 + 6λ3)x1y1 + (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 = 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 = 0,
z1 + z2 = 1, z1 = 0, z2 ≥ 0.

PNE(2∅1{2}1{2})(λ) =
(

0
1

)
×

(
0 ≤ y1 ≤ 2

3
1− y1

)
×

(
1
3 ≤ z1 ≤ 2

5
1− z1

)

is the solution of the system:





−(3 + 6λ1)y2z1 − (4− λ1)y1z2 + (6 + 3λ1)y1z1 + (2 + λ1)y2z2 ≤ 0,
(6 + 2λ2)x2z1 + (3 + λ2)x1z2 − (3 + 5λ2)x1z1 − (6− 2λ2)x2z2 = 0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 = 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 = 0, x2 ≥ 0,
y1 + y2 = 1, y1 ≥ 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 ≥ 0.

PNE(2∅2∅1∅)(λ) = (0, 1) × (0, 1) × (1, 0) and the gains 〈9, 3〉, 〈8, 6〉,
〈2, 4〉 is the solution of the system:
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



−(3 + 6λ1)y2z1 − (4− λ1)y1z2 + (6 + 3λ1)y1z1 + (2 + λ1)y2z2 ≤ 0,
−(6 + 2λ2)x2z1 − (3 + λ2)x1z2 + (3 + 5λ2)x1z1 + (6− 2λ2)x2z2≤0,
(2 + 2λ3)x2y1 + 6x1y2 − (6 + 6λ3)x1y1 − (4− 2λ3)x2y2 ≤ 0,
λ1, λ2, λ3 ∈ (0, 1),
x1 + x2 = 1, x1 = 0, x2 ≥ 0,
y1 + y2 = 1, y1 = 0, y2 ≥ 0,
z1 + z2 = 1, z1 ≥ 0, z2 = 0.

Thus the set of Pareto-Nash equilibria consists of eleven compo-
nents.

7 Conclusions

The idea to consider PNES as an intersection of the graphs of efficient
response mappings yields to a method of PNES computing, an exten-
sion of the method proposed in [16] for NES computing. Taking into
account the computational complexity of the problem, the proposed
exponential algorithms are pertinent.

The PNES in two-matrix mixed-strategy games may be partitioned
into finite number of polytopes, no more then (2m − 1)(2n − 1). The
proposed algorithm examines, generally, a much more small number of
sets of the type XjJ

iI (λ2)× Y iI
jJ (λ1).

The PNES in multi-matrix mixed-strategy games may be par-
titioned into finite number of components, no more then (2m1 −
1) . . . (2mn − 1), but they, generally, are non-convex and moreover non-
polytopes. The algorithmic realization of the method is closely related
with the problem of solving the systems of multi-linear (n − 1-linear
and simply linear) equations and inequalities, that itself represents a
serious obstacle to efficient PNES computing.

References

[1] D. Blackwell. An analog of the minimax theorem for vector payoffs,
Pacific Journal of Mathematics, 6(1956), pp. 1–8.

201



V. Lozan, V. Ungureanu

[2] P. Born, S. Tijs, J. van den Aarssen. Pareto equilibria in multi-
objective games, Methods of Operations Research, 60(1988), pp.
302–312.

[3] C. Daskalakis, P. W. Goldberg, C. H. Papadimitriou. The com-
plexity of computing a Nash equilibrium, Communications of the
ACM, 52(2), 2009, pp. 89–97.

[4] M. Ehrgott. Multicriteria optimization, Berlin, Springer, 2005.

[5] I. Gilboa, E. Zemel. Nash and correlated equilibria: some com-
plexity considerations, Games and Economic Behavior, Volume 1,
1989, pp. 80–93.

[6] D. Hermelin, C.C. Huang, S. Kratsch, M. Wahlström. Parame-
terized Two-Player Nash Equilibrium, Algorithmica, Volume 65,
Issue 4, 2013, pp. 802–816.

[7] V. Lozan, V. Ungureanu. The Set of Pareto-Nash Equilibria
in Multi-criteria Strategic Games, Computer Science Journal of
Moldova, Vol. 20, N 1(58), 2012, pp. 3–15.

[8] R.D. McKelvey, A. McLenan. Computation of equilibria in finite
games, Handbook of Computational Economics, Volume 1, Else-
vier, 1996, pp. 87–142.

[9] J.F. Nash. Noncooperative game, Annals of Mathematics, Volume
54, 1951, pp. 280–295.

[10] C. H. Papadimitriou. On the Complexity of the Parity Argument
and Other Inefficient Proofs of Existence, Journal of Computer
and System Sciences, no. 48(3), 1994, pp. 498–532.

[11] V. Pareto. Manuel d’economie politique, Giard, Paris, 1904.

[12] L. S. Shapley. Equilibrium Points in Games with Vector Payoffs,
Naval Research Logistics Quarterly, 6(1959), pp. 57–61.

202



Computing the Pareto-Nash equilibrium set . . .

[13] B. von Stengel. Computing equilibria for two-person games, Hand-
book of Game Theory with Economic Applications, Volume 3, El-
sevier, 2002, pp. 1723–1759.

[14] V. Ungureanu, A. Botnari. Nash equilibria sets in mixed extension
of 2×2×2 games, Computer Science Journal of Moldova, Volume
13, no. 1 (37), 2005, pp. 13–28.

[15] V. Ungureanu, A. Botnari. Nash equilibria sets in mixed extended
2 × 3 games, Computer Science Journal of Moldova, Volume 13,
no. 2 (38), 2005, pp. 136–150.

[16] V. Ungureanu. Nash equilibrium set computing in finite extended
games, Computer Science Journal of Moldova, Volume 14, no. 3
(42), 2006, pp. 345–365.

[17] V. Ungureanu. Solution principles for simultaneous and sequential
games mixture. ROMAI Journal, 4 (2008), pp. 225–242.

[18] V. Ungureanu. Linear discrete-time Pareto-Nash-Stackelberg con-
trol problem and principles for its solving, Computer Science Jour-
nal of Moldova, Volume 21, no. 1 (61), 2013, pp. 65–85.

Victoria Lozan, Valeriu Ungureanu, Received February 6, 2013

Victoria Lozan
State University of Moldova
A. Mateevici str., 60, Chişinău,
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