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Abstract

Most of the successful commercial applications in language
processing (text and/or speech) dispense with any explicit con-
cern on semantics, with the usual motivations stemming from the
computational high costs required for dealing with semantics, in
case of large volumes of data. With recent advances in corpus
linguistics and statistical-based methods in NLP, revealing use-
ful semantic features of linguistic data is becoming cheaper and
cheaper and the accuracy of this process is steadily improving.
Lately, there seems to be a growing acceptance of the idea that
multilingual lexical ontologies might be the key towards align-
ing different views on the semantic atomic units to be used in
characterizing the general meaning of various and multilingual
documents. Depending on the granularity at which semantic dis-
tinctions are necessary, the accuracy of the basic semantic pro-
cessing (such as word sense disambiguation) can be very high
with relatively low complexity computing. The paper substanti-
ates this statement by presenting a statistical/based system for
word alignment and word sense disambiguation in parallel cor-
pora. We describe a word alignment platform which ensures
text pre-processing (tokenization, POS-tagging, lemmatization,
chunking, sentence and word alignment) as required by an accu-
rate word sense disambiguation.

1 The Pervasive Ambiguity of Natural Lan-
guages

Most difficult problems in natural language processing stem from the
inherent ambiguous nature of the human languages. Ambiguity is
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present at all levels of traditional structuring of a language system
(phonology, morphology, lexicon, syntax, semantics) and not dealing
with it at the proper level, exponentially increases the complexity of
the problem solving. Currently, the state of the art taggers (combin-
ing various models, strategies and processing tiers) ensure no less than
97-98% accuracy in the process of morpho-lexical full disambiguation.
For such taggers a 2-best tagging' is practically 100% correct.

One further step is the word sense disambiguation (WSD) process.
In the traditional compositional semantics, the meaning of a complex
expression is supposed to be derivable from the meanings of its parts,
and the way in which those parts are combined. Depending on the
representation formalisms for the word-meaning representation, vari-
ous calculi may be considered for computing the meaning of a complex
expression from the atomic representations of the word senses. Obvi-
ously, one should be able, before hand, to decide for each word in a
text which of its possible meanings is, contextually, the right one.

Therefore, it is a generally accepted idea that the WSD task is
highly instrumental (if not indispensable) in semantic processing of
natural language documents.

It is almost a truism that more decision makers, working together,
are likely to find a common solution superior to each solution individ-
ually found. Dieterich [1] discusses conditions under which different
decisions (in his case classifications) may be combined for obtaining a
better result. Essentially, a successful automatic combination method
would require comparable performance on behalf of the decision makers
and, additionally, that they would not make the similar errors. This
idea has been exploited by various NLP researchers in language mod-
elling, statistical POS tagging, parsing, word alignment, word sense
disambiguation, etc.

The WSD problem can be stated as being able to associate to an
ambiguous word (w) in a text or discourse, the sense (sy) which is dis-

'In k-best tagging, instead of assigning each word exactly one tag (the most
probable in the given context), it is allowed to have occasionally at most k-best tags
attached to a word and if the correct tag is among the k-best tags, the annotation
is considered to be correct.
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tinguishable from other senses (81, ..., Sx_1, Sk+1, - - -, Spn) prescribed
for that word by a reference semantic lexicon. One such semantic lexi-
con (actually a lexical ontology) is Princeton WordNet [2] version 2.0?
(henceforth PWN). PWN is a very fine-grained semantic lexicon cur-
rently containing 203,147 sense distinctions, clustered in 115,424 equiv-
alence classes (synsets). Out of the 145,627 distinct words, 119,528 have
only one single sense. However, the remaining 26,099 words are those
that one would frequently meet in a regular text and their ambiguity
ranges from two senses up to 36. Several authors considered that sense
granularity in PWN is too fine-grained for the computer use, arguing
that even for a human (native speaker of English) the sense differences
of some words are very hard to be reliably (and systematically) distin-
guished. There are several attempts to group the senses of the words
in PWN in coarser grained senses — hyper-senses — so that clear-cut
distinction among them is always possible for humans and (especially)
computers. We will refer in this paper to two hyper-sense inventories
used in the BalkaNet project [3]. A comprehensive review of the WSD
state-of the art at the end of 90’s can be found in [4]. Stevenson and
Wilks [5] review several WSD systems that combined various knowledge
sources to improve the disambiguation accuracy and address the issue
of different granularities of the sense inventories. SENSEVAL? series
of evaluation competitions on WSD is a very good source on learning
how WSD evolved in the last 6-7 years and where is it nowadays.

We describe a multilingual environment, containing several mono-
lingual wordnets, aligned to PWN used as an interlingual index (ILI).
The word-sense disambiguation method combines word alignment tech-
nologies, and interlingual equivalence relations in multilingual wordnets
[6]. Irrespective of the languages in the multilingual documents, the
words of interest are disambiguated by using the same sense-inventory
labels. The aligned wordnets were constructed in the context of the
European project BalkaNet. The consortium developed monolingual
wordnets for five Balkan languages (Bulgarian, Greek, Romanian Ser-
bian, and Turkish) and extended the Czech wordnet initially developed

http://www.cogsci.princeton.edu/~wn/
Shttp:/ /www.cs.unt.edu/~rada/senseval
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in the EuroWordNet project [6]. The wordnets are aligned to PWN,
taken as an interlingual index, following the principles established by
the EuroWordNet consortium. The version of the PWN used as ILI
is an enhanced XML version where each synset is mapped onto one
or more SUMO [7] conceptual categories and is classified under one
of the IRST domains [8]. In the present version of the BalkaNet ILI
there are used 2066 SUMO distinct categories and 163 domain labels.
Therefore, for our WSD experiments we had at our disposal three sense-
inventories, with very different granularities: PWN senses, SUMO cat-
egories and IRST Domains.

2 Word Alignment

The word alignment is the first step (the hardest) in our approach for
the identification of word senses. In order to reduce the search space
and to filter out significant information noise, the context is reduced
to the level of sentence. Therefore, a parallel text < Ty171,9 > is rep-
resented as a sequence of pairs of one or more sentences in language
L1 (S}, S?,..S%)) and one or more sentences in language L2 (S,
S%Q. ..S7,) so that the two ordered sets of sentences represent recip-
rocal translations. Such a pair is called a translation alignment unit
(or translation unit). The word alignment of a bitext is an explicit
representation of the pairs of words < wpjwpe > (called translation
equivalence pairs) co-occurring in the same translation units and rep-
resenting mutual translations. The general word alignment problem
includes the cases where words in one part of the bitext are not trans-
lated in the other part (these are called null alignments) and the cases
where multiple words in one part of the bitext are translated as one or
more words in the other part (these are called expression alignments).

The input format is obtained from two raw texts that represent re-
ciprocal translations. If not already sentence aligned, the two texts are
aligned by a sentence aligner, similar to Moore’s aligner [9] but which
unlike it, is able to recover the non-one-to-one sentence alignments.
The texts in each language are then tokenized, tagged and lemma-
tized. Frequently, the translation equivalents have the same part-of
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speech, but relying on such a restriction would seriously affect the
alignment recall. However, when the translation equivalents have dif-
ferent parts of speech, this difference is not arbitrary. POS affinities,
{p(POSLL|POSL?), p(POSL?|POSLL)}, are easy to estimate and we use
them to filter out improbable translation equivalents pairs.

The next pre-processing step is represented by the sentence chunk-
ing in both languages. The chunks are recognized by a set of reg-
ular expressions defined over the tagsets and they correspond to
(non-recursive) noun phrases, adjectival phrases, prepositional phrases
and verb complexes (analytical realization of tense, aspect mood and
diathesis and phrasal verbs). The texts are further processed by a sta-
tistical dependency linking parser. Finally, the bitext is assembled as
an XML document (XCES?* compliant format), which is the standard
input for most of our tools.

2.1 Two Aligners and Their Combination

We developed two quite different word aligners, motivated by two dis-
tinct objectives: the first one, called YAWA, was motivated by a project
aiming at the development of an interlingually aligned set of wordnets
while the other one was developed within an SMT ongoing project.
The first one was used for validating, against a multilingual corpus,
the interlingual synset equivalences and also for WSD experiments. Al-
though, initially it was concerned only with open class words recorded
in a wordunet, turning it into an “all words” aligner was not a difficult
task. YAWA is a three stage lexical aligner that uses bilingual transla-
tion lexicons and phrase boundaries detection to align words of a given
bitext. The translations lexicons are generated by a different module,
TREQ [10], which generates translation equivalence hypotheses for the
pairs of words (one for each language in the parallel corpus) which have
been observed occurring in aligned sentences more than expected by
chance. The hypotheses are filtered by a loglikelihood score thresh-
old. Several heuristics (string similarity-cognates, POS affinities and

“http://www.cs.vassar.edu/XCES/
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alignments locality®) are used in a competitive linking manner [11] to
extract the most likely translation equivalents.

YAWA generates a bitext alignment by incrementally adding new
links to those created at the end of the previous stage. The existing
links act as contextual restrictors for the new added links. From one
phase to the other, new links are added without deleting anything.
This monotonic process requires a very high precision (at the price of a
modest recall) for the first step. The next two steps are respounsible for
significantly improving the recall and ensuring an increased F-measure.

In the rest of this section we present in some details the various steps
of the two aligners, evaluate them individually and finally describe the
combination of the alignments produced by YAWA and MEBA and
evaluate the result of the combination.

2.2 YAWA
2.2.1 YAWA Phase 1: Content Words Alignment

YAWA begins by taking into account only very probable links that will
represent the skeleton alignment to be the input for the second phase.
This alignment is done using outside resources such as translation lex-
icons and involves only the alignment of content words (nouns, verbs,
adjective and adverbs).

The bitext to be word-aligned is concatenated to a reference parallel
corpus containing the languages of concern. For Romanian-English we
use an almost 1.5 million words parallel corpus. The concatenation of
the target bitext to the reference corpus is required in case the target
bitext is too small to provide reliable statistical evidence for the possible
translation equivalents that are extracted by the TREQ module. The
translation equivalence pairs are ranked according to an association
score (i.e. log-likelihood, DICE, point-wise mutual information, etc.).

5The alignments locality heuristics exploits the observation made by several re-
searchers that adjacent words of a text in the source language tend to align to
adjacent words in the target language. A more strict alignment locality constraint
requires that all alignment links starting from a chunk, in the one language end in
a chunk in the other language.
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We found that the best filtering of the translation equivalents was the
one based on the log-likelihood (LL) score with a threshold of 9.

Each translation unit (pair of aligned sentences) of the parallel cor-
pus is scanned for establishing the most likely links based on a compet-
itive linking strategy that takes into account the LL association scores
given by the TREQ translation lexicon. If a candidate pair of words
is not found in the translation lexicon, we compute their orthographic
similarity (cognate score [10]). If this score is above a predetermined
threshold (we used the empirically found value of 0.43), the two words
are treated as if they existed in the translation lexicon with a high
association score (in practice we have multiplied the cognate score by
100 to yield association scores in the range 0..100).

wou ! "ot
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that * ! ~generozitates,
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Figure 1. Alignment after the first step
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The Figure 1 exemplifies the links created between two tokens of a
parallel sentence by the end of the first phase.

2.2.2 YAWA Phase 2: Chunks Alignment

The second phase requires chunking of each part of the bitext. In our
Romanian-English experiments, this requirement was fulfilled by using
a set of regular expressions defined over the tagsets used in the target
bitext. These simple chunkers recognize noun phrases, prepositional
phrases, verbal and adjectival or adverbial groupings of both languages.

In this second phase YAWA firstly achieve the chunk-to-chunk
matching and after that, continues with aligning the words of aligned
chunks. Chunk alignment is done on the basis of the skeleton alignment
produced in the first phase. The algorithm is simple: align two chunks
¢(7) in source language and ¢(j) in the target language if ¢(7) and c¢(j)
have the same type (noun phrase, prepositional phrase, verbal group,
adjectival/adverbial group) and if there exists a link (w(s),w(t)) so
that w(s) € ¢(4) then w(t) € ¢(j).

After the chunks were aligned, a language pair dependent module
takes over to align the unaligned words belonging to the chunks. Our
module for the Romanian-English pair of languages contains some very
simple empirical rules such as: if b is aligned to ¢ and b is preceded by
a, link a to ¢, unless there exist d in the same chunk with ¢ and the
POS category of d has a significant affinity with the category of a.
The simplicity of these rules derives from the shallow structures of
the chunks. In the above example b and ¢ are content words while
a is very likely a determiner or a modifier for b. The result of the
second alignment phase, considering the same sentence from Figure 1,
is exemplified in Figure 2. The new links are represented by the double
lines:

10
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Figure 2. Alignment after the second step

2.2.3 YAWA Phase 3: Remaining Blocks of Words Align-
ment

This phase identifies contiguous sequences of words in each part of
the bitext which remain unaligned and try to heuristically align the
words of the best matching such blocks. The main criteria used is
the POS-affinities of the remaining unaligned words and their relative
positions. Let us exemplify, using the same example and the result
shown in Figure 2, the way of adding new links in this last phase of
the alignment. At the end of phase 2 the blocks of consecutive words

11
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that remain to be aligned are: English {en; = (that), eny = (is, not),
en3 = (and), ens = (.)} and Romanian {ro; = (ca), rop = (nu, e),
ro3 = (si), ros = (.)}. The mapping of source and target unaligned
blocks depends on two criteria: the surrounding chunks are already
aligned, and the pairs in the candidate unaligned blocks have significant
POS-affinities. For instance in the Figure 2, blocks en; = (that) and
roj = (ca) satisfy the above conditions because they appear among
already aligned chunks (<‘ll notice> < <veti observa> and <Déancu
‘s generosity> < <generozitatea lui Dancu>) and they contain words
with the same POS.

o ! Lt
'II/Dbsewa
nu:utiu:e/cﬁ
that/genemzitatea

Déancu S L]
's Didncu
generosity Lanu

nut-“’/ intdmplatoare
Casy ali/ g

and de_florile_marului

for_no_reason 12

Figure 3. Alignment after the third step

12
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After block alignment®, given a pair of aligned blocks, the algorithm
links words with the same POS and then the phase 2 is called again
with these new links as the skeleton alignment. In Figure 3 is shown
the result of phase 3 alignment of the sentence we used as an example
throughout this section. The new links are shown (as before) by double
lines.

The third phase is respousible for significant improvement of the
alignment recall, but it also generates several wrong links. The de-
tection of some of them is quite straightforward, and we added an
additional correction phase 3.f. Romanian being a relatively free or-
der language, it is quite easy to produce good quality translation by
preserving the order of most of phrasal groups. We noticed this ten-
dency in most of our training bilingual data so, we used this finding as
an additional filter to remove those links that cross several regularly
distributed links along the alignment.

2.2.4 YAWA Performance Analysis

The Table 1 presents the results of the YAWA aligner at the end of each
alignment phase. Although the Precision decreases from one phase to
the next one, the Recall gains are significantly higher so, the F-measure
is monotonically increasing.

Table 1. YAWA evaluation

Precision (P) | Recall (R) | F-Measure (F)
Phase 1 94.08% 34.99% 51.00%
Phase 1+2 89.90% 53.90% 67.40%
Phase 1+24-3 88.82% 73.44% 80.40%
Phase 1+2+3+3.f | 88.80% 74.83% 81.22%

50Only 1:1 links are generated between blocks.

13
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2.3 MEBA
2.3.1 MEBA Reifying Aligner

A quite different approach from the one used by YAWA, is implemented
in our second word aligner, called MEBA. It is a multiple parameter
and multiple step algorithm using relevance thresholds specific to each
parameter, but different from each step to the other. The implementa-
tion of MEBA was strongly influenced by the famous five IBM models
described in the [12] seminal paper. We used GIZA++ [13, 14] to
estimate different parameters of the MEBA aligner.

MFEBA is an iterative algorithm that takes advantage of all pre-
processing phases mentioned in the beginning of the Section 2.

The alignment model considers a link between two candidate words
as an object that is described by a feature-values structure (with val-
ues in the [0,1] interval) which we call the reification of the link. We
differentiate between context independent features that refer only to
the tokens of the current link (translation equivalency, part-of-speech
affinity, cognates, etc.) and context dependent features that refer to the
properties of the current link with respect to the rest of links in a bi-text
(locality, number of traversed links, tokens indexes displacement, col-
location). Also, we distinguish between bi-directional features (trans-
lation equivalency, part-of-speech affinity) and non-directional features
(cognates, locality, number of traversed links, collocation, indexes dis-
placement)

The program starts building the most probable links (anchor links):
cognates, numbers, dates, and translation pairs with high translation
probabilities. Then, it iteratively aligns content words (open class cat-
egories) in the immediate vicinity of the anchor links. The links to be
added at any later step are supported or restricted by the links created
in the previous iterations. Each of the iterations can be configured
to align different categories of tokens (named entities, dates and num-
bers, content words, functional words, punctuation) in decreasing order
of statistical evidence, with different weights and different significance
thresholds on each feature and iteration.

The score of a candidate link (LS) between a source token ¢ and a

14
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target token j is computed by a linear function of the features scores:

n n
LS(i,j) = Z A; x ScoreFeat;; Z =1
i=1 1=1
In the following subsection we briefly discuss the main features we
use in reifying a link.

2.3.2 MEBA Features

In this section we will denote by A and B the source and target lexical
items respectively.

Translation equivalence. The word aligner invokes GIZA++ to
build translation probability lists for either lemmas or the word-forms
of the bitext. The considered token for the translation model build by
GIZA++ is the respective lexical item (lemma or word-form) trailed
by its POS tag (eg. plane_N, plane_V plane_A). In this way we avoid
data sparseness and filter noisy data. A further way of removing the
noise created by GIZA++ is to filter out all the translation pairs below
a LL-threshold. We made various experiments and empirically set the
value of this threshold to 6. All the probability losses by this filtering
were redistributed proportionally to their initial probabilities to the
surviving translation equivalence candidates.

Translation equivalence entropy score. The translation equiv-
alence entropy score is a favouring parameter for the words with a
skewed probability distribution for their translation equivalents’. Since
this feature is definitely sensitive to the order of the lexical items, we
compute an average value for the link: «ES(A)+fES(B). Currently
we use @ = § = 0.5, but it might be interesting to see, depending on
different language pairs, how the performance of the aligner would be
affected by different settings of these parameters.

N
=37 p(W,T'R;)xlog p(W, T R;)

ES(W)=1- —=

log N

"This heuristics implements the zipffian conjecture about the word senses distri-
bution in a coherent text.

15
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Part-of-speech affinity. In faithful translations the translated
words tend to be translated by words of the same part-of-speech. When
this is not the case, the different POSes, are not arbitrary. The part
of speech affinity, P(POS(A)|POS(B)), can be easily computed from a
gold standard alignment. Obviously, this is a directional feature, so an
interpolation operation is necessary in order to ascribe this feature to
a link:

PA=a P(POS(A)|POS(B)) + 8 P(POS(A)[POS(B)).

Again, we used @ = § = 0.5 but different values of these weights
might be worthwhile investigating.

Cognates. The similarity measure, COGN(A, B), is implemented
as a Levenstein metric. Using the COGN test as a filtering device is a
heuristic based on the cognate conjecture which says that when the two
tokens of a translation pair are orthographically similar, they are very
likely to have similar meanings (i.e. they are cognates). The thresh-
old for the COGN(A, B) test was empirically set to 0.43. This value
depends on the pair of languages in the bitext. The actual implemen-
tation of the COGN test includes a language-dependent normalisation
step, which strips some suffixes, discards the diacritics, reduces some
consonant doubling, etc. This normalisation step was hand written,
but, based on available lists of cognates, it could be automatically in-
duced.

Obliqueness. Each token in both sides of a bitext is characterized
by a position index, computed as the ratio between the relative position
in the sentence and the length of the sentence. The absolute value of
the difference between tokens’ position indexes, subtracted from 1 gives
the link’s “obliqueness”.

i J
length(Sents)  length(Sentr)

OBL(A;, Bj) =1

Locality is a feature that estimates the degree to which the links
are sticking together.

16
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MEBA has three features to account for locality: (i) weak locality,
(ii) chunk-based locality and (iii) dependency-based locality (see Figure
4).

The value of the weak locality feature is derived from the already
existing alignments in a window of N tokens centred on the focused
token. The window size is variable, proportional to the sentence length.
If in the window there exist k linked tokens and the indexes of their
links are < 4151 >,... < ixjx > then the locality feature of the new
link < 441, Jk+1 > is defined by the equation below:

k . .
1 _
LOC = min(1, — Y liks = iml
kmzl |jk+1 - ]m|
In the case of chunk-based locality the window span is given by the
indexes of the first and last tokens of the chunk.

Dependency-based locality uses the set of the dependency links of
the tokens in a candidate link for the computation of the feature value.
In this case, the LOC feature of a candidate link < 441, jg4+1 > is set
to 1 or 0 according to the following rule:

if between i1 and i, there is a (source language) dependency
and if between jj 1 and jg there is also a (target language) de-
pendency then LOC is 1 if i, and jg are aligned, and 0 otherwise.

Note that in case jp41 = jg a trivial dependency (identity) is
considered and the LOC attribute of the link < 4541, jp+1 > is
set always to 1.

Collocation. We used the bi-grams list to annotate the chains
of lexical dependencies among the contents words. Then, the value of
the collocation feature is computed similar to the dependency-based
locality feature. The algorithm searches for the links of the lexical
dependencies around the candidate link.

17
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Figure 4. Chunk and dependency-based locality

Monolingual collocation is an important clue for word alignment. If
a source collocation is translated by a multiword sequence, very often
the lexical cohesion of source words can also be found in the corre-
sponding translated words. In this case the aligner has strong evidence
for many to many linking. When a source collocation is translated as a
single word, this feature is a strong indication for a many to 1 linking.

Bi-gram lists (only content words) were built from each monolingual
part of the training corpus, using the log-likelihood score (threshold of
10) and minimal occurrence frequency (3) for candidates filtering.

We used the bi-grams list to annotate the chains of lexical depen-
dencies among the contents words (see Figure 5). Then, the value of
the collocation feature is computed similar to the dependency-based
locality feature. The algorithm searches for the links of the lexical
dependencies around the candidate link.

18
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Figure 5. Collocation feature

2.3.3 MEBA Performance Analysis

The cumulative results of the major processing steps are shown in the
table below. As one can see the precision decreases from the first step
to the last with 6.25% but the recall (almost three times better) and
the F-measure (almost double) are significantly improved.

The alignments generated by MEBA were compared to the ones
produced by YAWA and evaluated against the Gold Standard (GS)
annotations used in the Word Alignment Shared Tasks (Romanian-
English track) organized at HLT-NAACL2003 [15].

As one can observe from the results in Table 1 and Table 2 the two
aligners, which are based on quite different models, have comparable
performances. Moreover, by analyzing the alignment errors done by

19
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Table 2. MEBA evaluation

Precision | Recall F-measure
“Anchor” links 98.40% 28.82% 44.58%
Words around “anchors” 96.28% 44.32% 60.70%

Functional words and punc- | 93.23% 61.98% 74.46%
tuation
Probable links 92.15% 73.40% 81.71%

each word aligner, we found that the number of common mistake was
small so, the premises for a successful combination were very good [1].

2.4 COWAL: The Combined Aligner

The Combined Word Aligner, COWAL, is a wrapper of the two align-
ers (YAWA and MEBA) merging the individual alignments and fil-
tering the result. At the Shared Task on Word Alignment organized
by the ACL2005 Workshop on “Building and Using Parallel Corpora:
Data-driven Machine Translation and Beyond” [16], we participated
(on the Romanian-English track) with the two aligners and the com-
bined one (COWAL). Out of 37 competing systems, COWAL [17] was
rated the first, MEBA the 20" and TREQ-AL [18], (the former version
of YAWA), was rated the 21%!. The usefulness of the aligner combina-
tion was convincingly demonstrated. Meanwhile, both the individual
aligners were significantly improved as well as their combination.

Oune very simple, but very effective method of alignment combina-
tion is a heuristic procedure which merges the alignments produced
by two or more word aligners and filters out the links that are likely
to be wrong. For the purpose of filtering, a link is characterized by
its type defined by the pair of indexes (i,j) and the POS of the to-
kens of the respective link. The likelihood of a link is proportional
to the POS affinities of the tokens of the link and inverse propor-
tional to the bounded relative positions (BRP) of the respective tokens:
BRP =1+ ||i — j| — avg| where avg is the average displacement in
a Gold Standard of the aligned tokens with the same POSes as the

20
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tokens of the current link. From the same gold standard we estimated
a threshold below which a link is removed from the final alignment.

A more elaborated alignment combination (with better results than
the previous one) is modelled as a binary statistical classification prob-
lem (good / bad) and, as in the case of the previous method, the net
result is the removal of the links which are likely to be wrong. We used
the SVM training and classification toolkit - LIBSVM [19] with the
default parameters (C-SVC classification and radial basis kernel func-
tion). Both context independent and context dependent features char-
acterizing the links were used for training. The classifier was trained
with positive and negative examples of links. A subset of the Gold
Standard alignment links was used as positive examples set. The same
number of negative examples was extracted from the alignments pro-
duced by COWAL and MEBA where they differ from the Gold Stan-
dard.

The result of the SVM-based combination (COWAL), compared
with the individual aligners, is shown in Table 3.

Table 3. Combined alignment

Aligner p R F-measure
YAWA 88.80% | 74.83% 81.22%
MEBA 92.15% | 73.40% 81.71%
COWAL 87.26% | 80.94% 83.98%

COWAL is now embedded into a larger platform (called MTkit)
that incorporates the tools for bitexts pre-processing, a graphical inter-
face that allows for comparing and editing different alignments, as well
as a word sense disambiguation module. A snapshot of the COWAL
graphical interface is shown in Figure 6. The left pane in Figure 6 is
the alignment viewer and editor area. The user can edit the alignments
(delete and add one or multiple links). By double clicking a word in
this pane, its properties will be automatically displayed in the right-
hand windows. The upper-right window shows the lexico-syntactic
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properties of the selected word: the morphological analysis of the or-
thographic form, its lemma, the syntactic chunk to which it belongs.
Currently this pane is not editable. The bottom-right window displays
the semantic properties of the selected word: its sense in the current
context, the gloss for this sense, synonyms, hyperonyms, derivatives,
etc. These properties are extracted from the wordnet of the language
to which the selected word belongs to. This pane is editable, but only
the sense number is subject to user modifications.

i W)
Aligner  Save  Align Yiewer

Aliorer  cowalZ.align | 4 b % |Properties oR =
! = ! -

. Si

?;gl: i Ana ¥mn

4--002 Chunk ¥p#1 |
0604 ChunkMark, ¥p&1

07--06 Lemma believe

09--08 _Ortho _believe =
10--10 =
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17--14 | wordnet o x
22--19
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Figure 6. COWAL Graphical User Interface

Although far from being perfect, the accuracy of word alignments
and of the translation lexicons extracted from parallel corpora is rapidly
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improving. In the shared task evaluations of different word aligners,
organized on the occasion of the 2003 NAACL Conference and the 2005
ACL Conference, our winning systems TREQ-AL [18] and COWAL
[17] produced wordnet-relevant lexicons® with F-measures as high as
84.26% and 89.92%°.

3 Wordnet-based Sense Disambiguation

The task of word sense disambiguation (WSD) requires one reference
sense inventory in terms of which the senses of the target words will be
labeled. We argued at length elsewhere [20] that a meaningful discus-
sion of the performances of a WSD system cannot dispense of clearly
specifying the sense inventory it uses, and the comparison between two
WSD systems that uses different sense inventories is frequently more
confusing than illuminating. Essentially, this is because the differences
in the semantic distinctions (sense granularities), as used by different
semantic dictionaries (sense repositories), make the difficulty of the
WSD task range over a large spectrum. For instance, the discrimi-
nation of homographs (more often than not having different parts of
speech, e.g. “(to) bottle” as storing liquids or gases in bottles, versus
“bottle” as the recipient) is much simpler than metonymic distinctions
(e.g. “bottle” as container, versus “bottle” as content).

In our research, we used the Princeton Wordnet 2.0 as the major
sense inventory and the BalkaNet multilingual lexical ontology. The
BalkaNet lexical ontology has been developed within the European
project with the same name (September 2001-August 2004) and in-
cludes five languages from the Balkan area (Bulgarian, Greek, Roma-
nian, Serbian and Turkish), plus Czech, the wordnet of which, ini-
tially developed in EuroWordNet, has been significantly extended. By
observing the interlingual synset mapping principle and incorporat-
ing most of the conceptual extensions proposed by EuroWordNet, the

8 wordnet-relevant lexicons are restricted only to translation pairs of the same
major POS (nouns, verbs, adjectives and adverbs).
9Currently, with the most recent improvements, COWAL’s F-measure is 92.08%
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BalkaNet wordnets can be easily combined with any of the other se-
mantic networks of the EuroWordnet, and, thus, one may speak about
a really pan-European multilingual lexical ontology, covering at least
15 languages'?.

The BalkaNet multilingual environment took advantage of the lat-
est developments in the PWN that was adopted itself as an interlingual
index. This is a major difference with respect to the EuroWordNet’s
ILI. As the SUMO/MILO [7] and DOMAINS [8], have been aligned
with PWN, they automatically became available in each monolingual
wordnet of the BalkaNet. To allow the representation of language id-
iosyncratic properties, structural knowledge present in the monolingual
wordnets has precedence over the structural knowledge imported from
the ILI. As the Romanian wordnet imported SUMO/MILO and DO-
MAINS labels and the synsets unique identifiers are the same as in
the PWN, it is self-contained but at the same time unambiguously
integratable in a PWN centered multilingual wordnet infrastructure.

Once the translation equivalents identified, it is reasonable to expect
that the words of a translation pair < wil,w]L2 > share at least one
conceptual meaning stored in an interlingual sense inventory. When
interlingually aligned wordnets are available (as is our case), obtaining
the sense labels for the words in a translation pair is straightforward:
one has to identify for w’, the synset S¢, and for w7, the synset 57,
so that S%, and 5’12 are projected over the same interlingual concept.
The index of this common interlingual concept (ILI) is the sense label
of the two words wil and w%Q. However, it is possible that no common
interlingual projection will be found for the synsets to which wil and
w]Lé belong. In this case, the senses of the two words will be given
by the indexes of the most similar interlingual concepts corresponding
to the synsets of the two words. Our measure of interlingual con-
cepts semantic similarity is based on PWN structure. We compute the

semantic-similarity!! score by the formula SY M (ILIy,I1LI;) = 14+k

0Basque, Bulgarian, Catalan, Dutch, Czech, English, Estonian, French, German,
Greek, Italian, Romanian, Serbian, Spanish, and Turkish.

HPor a detailed discussion and an in-depth analysis of several other measures
see: Budanitsky, A., Hirst, G., Semantic distance in WordNet: An experimental,
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where k is the number of links from ILI; to ILI5 or from both ILI; and
ILI; to the nearest common ancestor. In Figure 7 and Figure 8, we
exemplify the process of sense labeling of the words in two translation
pairs as detected by the word alignment phase.

Let us consider first the pair <lamp, lampa>. Looking up the
English and Romanian wordnets for the synsets that contain the words
“lamp” and “lampa” respectively, we find the following lists of unique
identifiers that differentiate among the noun senses of the two words:

PWN2.0 (lamp) = {03500372-n, 03500773-n}

RoWN (lampa) = {03500773-n, 03500872-n}

EQ-SYN

ILI= 03500773-n == <lamp(2) lampa(1)=
SUMO (03500773-n) = tDevice
DOMAINS (03500773-n) = farniture

Figure 7. <lamp lampa>

The intersection reveals one common identifier (03500773-n) which,
therefore, is taken as the common interlingual meaning. From an ILI

application-oriented evaluation of five measures. Proceedings of the Workshop on
WordNet and Other Lexical Resources, NAACL, Pittsburgh, June, (2001) 29-34.
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code, one can deterministically determine the SUMO concept and the
DOMAINS label (see Figure 7).

Now, if we consider a different translation equivalent for the word
“lamp”, namely “felinar” and repeat the procedure described above,

PWN2.0 (lamp) = {03500372-n, 03500773-n}

RoWN (felinar) = {003505057-n}
we notice that there is no common interlingual ILI code in the two lists.
In this case, the metrics mentioned above is used to select the closest
related senses: SYM (03500372-n,003505057-n)=0.5; SYM (03500373-
1,003505057-11)=0.125 (see Figure 8).

ILI=03500773-n == <lamp(1) felinar(1.1)>
SUMO (03500773-n) = HNluminationDevice
DOMAINS (03500773-n) = factotum

Figure 8. <lamp felinar>

After the WSD process has finished, the sense information is in-
serted into the XML encoding of the corpus. Which sense inventory
(ILI, SUMO or DOMAINS) should be used in the encoding is a user-set
parameter, which by default includes all of them.
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In Figure 9, it is shown the final encoding of one translation unit of
the “1984” parallel corpus. The “sn” attribute represents the Prince-
ton Wordnet 2.0 unique synset identifier (ILI code), the “oc” attribute
represents the SUMO ontology concept and the “dom” attribute rep-
resents the DOMAINS label.

<tuid="0zz20">
<seglang="en">
<sid="Oen.1.1.4.9">
<wlemma="the" ana="Dd">The</w>
<w lemma="patrol" ana="Ncnp" sn="3" oc="Group" dom="military">patrols</w>
<w lemma="do" ana="Vais">did</w>
<wlemma="not" ana="Rmp" sn="1" oc="not" dom="factotum">not</w>
<w lemma="matter" ana="Vmn" sn="1" oc="SubjAssesAttr" dom="factotum">matter</w>
<c>,</c>
<w lemma="however" ana="Rmp" sn="1" oc="SubjAssesAttr|PastFn” dom="factotum">however</w>
<c>.<lc>
<[s>
</seg>
<seglang="ro">
<sid="0r0.1.2.5.9">
<wlemma="g" ana=Crssp>Si</w>
<wlemma="totugi" ana="Rgp" sn="1" oc="SubjAssesAttr|PastFn" dom="factotum">totusi</w>
<c>,<[c>
<wlemma="pafruld” ana="Ncfpry' sn="1.1.x" oc=“Group" dom="military"> patrulele</w>
<wlemma="nu"ana="Qz" sn="1.x" oc="not" dom="factotum">nu</w>
<wlemma="conta" ana="Vmii3p" sn="2.x" oc="SubjAssesAttr" dom="factotum"> contau</w>
<c>.<lc>
<[s>
<Iseg>

<ftu>

Figure 9. The final corpus encoding
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4 WSD Evaluation

The BalkaNet version of the “1984” corpus is encoded as a sequence of
uniquely identified translation units. For the evaluation purposes, we
selected a set of frequent English words (123 nouns and 88 verbs) the
meanings of which were also encoded in the Romanian wordnet. The
selection considered only polysemous words (at least two senses per
part of speech) since the POS-ambiguous words are irrelevant as this
distinction is solved with high accuracy (more than 99%) by our tiered-
tagger [21]. All the occurrences of the target words were disambiguated
by three independent experts who negotiated the disagreements and
thus created a gold-standard annotation for the evaluation of precision
and recall of the WSD algorithm. The Table 4 summarizes the results.

Table 4. WSD precision, recall and F-measure

Precision Recall F-measure
78.21% 78.21% 78.21%

With the PWN senses identified (synset unique identifiers), sense
labeling with either SUMO and/or IRST domains inventories is triv-
ial, as described before, because the synset unique identifiers of PWN
are already mapped (clustered) onto these two sense inventories. The
Table 5 shows a great variation in terms of Precision, Recall and F-
measure when different granularity sense inventories are considered for
the WSD problem. Thus, it is important to make the right choice on
the sense inventory to be used with respect to a given application. In
case of a document classification problem, it is very likely that the IRST
domain labels (or a similar granularity sense inventory) would suffice.
The rationale is that IRST domains are directly derived from the Uni-
versal Decimal Classification as used by most libraries and librarians.
The SUMO sense labeling will be definitely more useful in an ontol-
ogy based intelligent system interacting through a natural language
interface. Finally, the most refined sense inventory of PWN will be
extremely useful in Natural Language Understanding Systems, which

28



From Word Alignment to Word Senses, via Multilingual . ..

would require a deep processing. Such a fine inventory would be highly
beneficial in lexicographic and lexicological studies.

Table 5. Evaluation of the WSD in terms of three different sense in-
ventories.

Sense Inventory Precision | Recall | F-measure
PWN 115424 categories 78.21% 78.21% | 78.21%
SUMO 2066 categories 85.08% 85.08% | 85.08%
DOMAINS 163 categories | 93.30% 93.30% | 93.30%

Similar findings on sense granularity for the WSD task are dis-
cussed in [5] where for some coarser grained inventories even higher
precisions are reported. However, we are not aware of better results in
WSD exercises where the PWN sense inventory was used. The major
explanation for this is that unlike the majority work in WSD that is
based on monolingual environments, we use for the definition of sense
contexts the cross-lingual translations of the occurrences of the target
words. The way one word in context is translated into one or more
other languages is a very accurate and highly discriminative knowledge
source for the decision-making.

5 Conclusions

Word Alignment is a highly promising technology with real prospects
of soon reaching full maturity and reliability as needed by commercial
applications. Among them, one could mention multilingual compu-
tational lexicography and terminology, multilingual documents index-
ing and retrieval, open domain natural language question answering
and obviously machine translation. We described another application,
WSD, which is not an end in itself, but necessary at one level or another
to accomplish most natural language processing tasks.

Neither YAWA nor MEBA needs an a priori bilingual dictionary,
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as this will be automatically extracted by the TREQ or GIZA++.
We made evaluation of the individual alignments in both experimental
settings: without a startup bilingual lexicon and with an initial mid-
sized bilingual lexicon. Surprisingly enough, we found that while the
performance of YAWA increases a little bit (approx. 1% increase of the
F-measure) MEBA is doing better without an additional lexicon. So,
in the evaluation presented in the previous section MEBA uses only
the training data vocabulary. The automatically extracted lexicons,
could be almost 100% accurate (with a sufficiently high occurrence
threshold) which is obviously a very good starting point in compiling
bilingual dictionaries for language pairs where such electronic resources
are not easily available.

YAWA is very sensitive to the quality of the bilingual lexicons it
uses. We used automatically translation lexicons (with or without a
seed lexicon), and the noise inherently present might have had a bad
influence on YAWA’s precision. Replacing the TREQ-generated bilin-
gual lexicons with validated (reference bilingual lexicons) would further
improve the overall performance of this aligner. Yet, this might be a
harder to meet condition for some pairs of languages than using parallel
Corpora.

MEBA is more versatile as it does not require a-priori bilingual lex-
icons but, on the other hand, it is very sensitive to the values of the
parameters which control its behaviour. Currently they are set accord-
ing to the developers’ intuition and after the analysis of the results from
several trials. Since this activity is pretty time consuming (human anal-
ysis plus re-training might take a couple of hours) we plan to extend
MEBA with a supervised learning module, which would automatically
determine the “optimal” parameters (thresholds and weights) values.

The results in Table 5 show that although we used the same WSD
algorithm on the same text, the performance scores (precision, recall,
f-measure) significantly varied, with more than 15% difference between
the best (DOMAINS) and the worst (PWN) f-measures. This is not
surprising, but it shows that it is extremely difficult to objectively com-
pare and rate WSD systems working with different sense inventories.

The potential drawback of this approach is that it relies on the ex-
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istence of parallel data and at least two aligned wordnets that might
not be available yet. Nevertheless, parallel resources are becoming in-
creasingly available, in particular on the World Wide Web, and aligned
wordnets are being produced for more and more languages (currently
there are more than 40 ongoing wordnet projects for 37 languages). In
the near future it should be possible to apply our and similar methods
to large amounts of parallel data and a wide spectrum of languages.
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