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Abstract

This paper describes linear characteristics of the variable bit permutations (VBP) that are used in the form of the data-dependent permutations. This primitive suits well to the design of fast cheap-hardware-oriented ciphers. Because of the existence of one characteristic with bias 1/2 we discuss possibility to design a pure VBP-based block ciphers that are indistinguishable from a random transformation. We present design of the cipher which is based only on VBP, fixed permutations, and XOR operations. Performed analysis has shown that the designed pure VBP-based block cipher is secure against differential and linear attacks confirming the efficiency of the VBP as cryptographic primitive.
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1 Introduction

Permutation networks (PNs) have been widely studied in the field of parallel processing and telephone switching systems [1] and they are very interesting to be used as cryptographic primitives. The PNs are well suited for cryptographic applications, since they allow one to specify and perform permutations at the same time. A variant of the symmetric cryptosystem based on the key-controlled PNs and Boolean functions is presented in [2]. Another cryptographic application of PNs is presented by the cipher ICE [3] in which a very simple PN is used to specify a key-dependent fixed permutation. Such use of PNs has
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been shown [4] to be not very effective against differential cryptanalysis. A more attractive approach is the use of PNs to perform variable bit permutations (VBP) implemented as data-dependent permutations (DDP) [5]. Efficiency of the use of data-dependent operations has been demonstrated by examples of ciphers RC5 [6], RC6 [7] and MARS [8], which are based on data-dependent rotations with 32 different modifications. The PNs can be used as controlled permutation (CP) boxes to perform DDP. It is easy to design CP boxes (CPBs) giving possibility to specify $2^{64}$ and more different modifications of the VBP performed on data subblocks [5] and subkeys [9].

This paper considers the linear characteristics of VBP, design of the pure VBP-based cipher oriented to cheap hardware implementation, and its security against differential and linear attacks. In section 2 we consider general design of the CP boxes. We also construct mutually inverse CP boxes $P_{32/96}$ and $P_{32/96}^{-1}$ of the order $h = 2$, (see Definition 3) both of them having the same topology. In section 3 we consider algebraic and probabilistic properties of CP. Linear characteristics of the CP boxes are estimated in general case. In section 4 a pure VBP-based cipher DDP-64 using simple key scheduling is described. In section 5 the linear and differential analysis of DDP-64 is considered. We also propose to use switchable operations to avoid weak keys and homogeneity of the encryption in the case of simple key scheduling.

**Notation**

☆ Let $\{0,1\}^s$ denote the set of all binary vectors $U = (u_1,...,u_s)$, where $\forall i \in \{1,...,s\}$ $u_i \in \{0,1\}$.

☆ The Hamming weight $\varphi(U)$ of $U$ be defined as the number of nonzero components of $U$ and $\varphi'(U)$ denote the parity of $\varphi(U)$, i.e. $\varphi(U) = \sum_{i=1}^{s} u_i$, where $\varphi(U) \in \{0,1,...,s\}$ and $\varphi'(U) = \varphi(U) \mod 2$.

☆ Let us fix $i_i \in \{1,...,s\}$, and write $E_i$, for which $\varphi(E_i) = 1$ and $e_i = 1$.

☆ Let $E_0 = (0,...,0)$ and $D_0 = (1,...,1)$, i.e. $\varphi(E_0) = 0$ and $\varphi(D_0) = s$.

☆ Let $X \oplus Y$ denote the bit-wise XOR (EXCLUSIVE-OR) operation of the two vectors $X$ and $Y : X,Y \in \{0,1\}^s$.

☆ Let $X \otimes Y$ denote bit-wise AND operation of the two vectors
\(X\) and \(Y: X, Y \in \{0,1\}^s\). For \(c \in \{0,1\}\) and \(X \in \{0,1\}^s\) we define \(Y = c \cdot X\), where \(y_i = c \cdot x_i\ \forall i \in \{1,\ldots,s\}\).

\(U\) denotes bit-wise complement of \(U\), i.e. \(U \overset{\text{def}}{=} U \oplus D_0 \ \forall U \in \{0,1\}^s\).

Let \(\bullet\) denote the binary scalar product: \(c = A \bullet X = \varphi'(A \otimes X)\) (\(c \in \{0,1\}\)).

Let \(Y = X \ggg k\) denote rotation of the word \(X\) by \(k\) bits, where \(\forall i \in \{1,\ldots,n-k\}\) we have \(y_i = x_{i+k}\) and \(\forall i \in \{n-k+1,\ldots,n\}\) we have \(y_i = x_{i+k-n}\).

2 Design of fast CP boxes

Let \(Y = F(X, V)\) be the two-variable function \(F: \{0,1\}^n \times \{0,1\}^m \to \{0,1\}^n\).

**Definition 1.** Function \(F(X, V)\) is called a CP box (or \(P_{n/m}\)-box), if for each fixed \(V\) the function \(F(X, V)\) is a bijective mapping defined as bit permutation.

For fixed \(V\) we have fixed bit permutation operation called CP modification or modification of VBP operation. We shall denote modifications as \(F_V\) or \(P_V\). We shall also use notation \(P_{n/m}^V\) for CPB with \(n\)-bit input, \(n\)-bit output, and \(m\)-bit control input. Thus, the notation \(Y = P_{n/m}(X, V) = P_{n/m}^V(X)\) means \(Y = P_V(X)\).

In section 3.2 we use the following statements:

1. \(F_V(A) = B \Rightarrow F_V(\overline{A}) = \overline{B}\).
2. \(F_V(A \otimes B) = F_V(A) \otimes F_V(B)\).
3. \(F_V(A) = B \Rightarrow \varphi(A) = \varphi(B)\) and \(\varphi(A) \neq \varphi(B) \Rightarrow F_V(A) \neq B\).
4. \(\varphi(A \oplus B) = \varphi(A) + \varphi(B) - \varphi(A \otimes B)\). If \(A \otimes B = E_0\), then \(\varphi(A \oplus B) = \varphi(A) + \varphi(B)\).

While constructing CPBs it is preferable to use the layered topology of PNs, since it permits to design very fast CPBs. A layered CPB \(P_{n/m}\) (Fig. 1) can be represented as superposition of \(s = 2m/n\) active layers separated with \(s - 1\) fixed permutations that are implemented in hardware as simple connections. Each active layer (Fig. 1b) in a CPB
with \( n \)-bit input is represented by the set of \( n/2 \) elementary boxes \( P_{2/1} \) controlled with one bit \( v \): \( y_1 = x_{1+v} \) and \( y_2 = x_{2-v} \) (see Fig. 1a).

General structure of the layered CPB is shown in Fig. 1c.

In all figures in this paper the solid lines indicate data movement, while dotted lines indicate the controlling bits. We assume that in a layered CP box all elementary switching elements are consecutively numbered from left to right and from top to bottom and the \( i \)th bit of vector \( V \) controls the \( i \)th switching element \( P_{2/1} \). In accordance with the number of layers the vector \( V \) can be represented as concatenation of \( s \) vectors \( V_1, V_2, ..., V_s \in \{0,1\}^{n/2} \), i.e., \( V = (V_1, V_2, ..., V_s) = V_1|V_2|...|V_s \).
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Figure 1. Notation of the \( P_{2/1} \) - (a) and \( P_{n/m}^{-1} \) -boxes (d), structure of one active layer (b) and general structure of the layered CPB boxes (c).

The following two definitions we use according to [5].

**Definition 2.** The CP boxes \( P_{n/m} \) and \( P_{n/m}^{-1} \) are mutual inverses, if for all possible values of the vector \( V \) the corresponding CP modifications \( P_V \) and \( P_{V^{-1}} \) are mutual inverses.
Definition 3. Suppose for arbitrary $h \leq n$ input bits $x_{a_1}, x_{a_2}, \ldots, x_{a_h}$ and arbitrary $h$ output bits $y_{b_1}, y_{b_2}, \ldots, y_{b_h}$ there is at least one value $V$ which specifies a permutation $P_V$ moving $x_{a_i}$ to $y_{b_i}$ for all $i = 1, 2, \ldots, h$. Such a $P_{n/m}$-box is called a CP box of the order $h$.

One active layer can be considered as the single-layer CPB $S_n$. It is evidently that $P_{2/1} = P^{-1}_{2/1}$, therefore $S_n = S_{n}^{-1}$. A layered CPB $P_{n/m}$ can be represented as superposition of the bit permutation operations: $P_{n/m} = S_n^{V_1} \circ \pi_1 \circ S_n^{V_2} \circ \pi_2 \circ \ldots \circ \pi_{S-1} \circ S_{n}^{V_i}$. The respective box $P_{n/m}$ has the following structure $P_{n/m}^{-1} = S_n^{V_1} \circ \pi_1^{-1} \circ S_n^{V_2} \circ \pi_2^{-1} \circ \ldots \circ \pi_{S-2}^{-1} \circ \pi_1^{-1} \circ S_{n}^{V_i}$. Thus, to construct inverse of the CP box $P_{n/m}$ it is sufficient to number the boxes $P_{2/1}$ from left to right and from bottom to top and to replace $\pi_i$ by $\pi_i^{-1}$. We shall assume that in the boxes $P_{n/m}$ the switching elements $P_{2/1}$ are consecutively numbered from left to right and from bottom to top, i.e. in the both $P_{n/m}$ and $P_{n/m}^{-1}$ the $i$th bit of $V$ controls the $i$th elementary box $P_{2/1}$. Note that the vector $V_j$ corresponding to the $j$th active layer in the box $P_{n/m}$ controls the $(s-j+1)$th active layer in $P_{n/m}^{-1}$.

In the VBP-based ciphers described below there are used $P_{32/96}$- and $P_{32/96}^{-1}$-boxes. These boxes have the same structure comprising two subsequent cascades. The upper one consists of four boxes $P_{8/12}$ (Fig. 2a) and the lower one consists of four parallel boxes $P_{8/12}$ (Fig. 2b). The cascades are separated with fixed permutational involution described as follows:

\[
\]
\[
\]

The structure of the boxes $P_{32/96}$ and $P_{32/96}^{-1}$ is presented in Fig. 2c and 2d. One can show that both of these CP boxes have the second order and each of two superpositions $P_{32/96}^{V} \circ P_{32/96}^{V'}$ and $P_{32/96}^{V} \circ (P_{32/96}^{V'})^{-1}$ represent a twelve-layer CPB of the order $h = 32$. 
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Figure 2. The first-order boxes $P_{8/12}$ (a) and $P_{8/12}^{-1}$ (b) and the second-order boxes $P_{32/96}$ (c) and $P_{32/96}^{-1}$ (d)

3 Properties of the controlled permutations

3.1 Terms of the linear cryptanalysis

Let $F : \{0,1\}^r \rightarrow \{0,1\}^n, (r \geq n)$ be given. The resistance of the function against linear cryptanalysis (LCA) [10,11] is determined by the maximal value $\|p\|$, where

$$p = p_F = p_F(\Gamma_u, \Gamma_y) \overset{def}{=} \Pr_U(U \cdot \Gamma_u \oplus Y \cdot \Gamma_y = 0) - \frac{1}{2}, \quad (1)$$

$U, \Gamma_u \in \{0,1\}^r, Y \in \{0,1\}^n, \Gamma_y \in \{0,1\}^n \setminus E_0$, and $\Gamma_u, \Gamma_y$ are fixed vectors, that we called masks, and the value $p$ is called the deviation (or bias). Similar to the notation used in [11] we describe linear characteristic (LC) of the function $F$ as the combination $(\Gamma_u, \Gamma_y, p_F)$.

Let $Y = F(X, V)$ be the two-variable function $F : \{0,1\}^n \times \{0,1\}^m \rightarrow \{0,1\}^n$. Then for $U = X|V$, and $\Gamma_u = \Gamma_x|\Gamma_v$ (1) is transformed in

---
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\[ p_F(\Gamma_x, \Gamma_y, \Gamma_v) = \]
\[ = p_F(\Gamma_x|\Gamma_v, \Gamma_y) \overset{\text{def}}{=} \Pr_{X|V}(X \cdot \Gamma_x \oplus V \cdot \Gamma_v \oplus Y \cdot \Gamma_y = 0) - \frac{1}{2}. \quad (2) \]

In particular, the value \( V \) corresponds to a subkey. For fixed value \( V \) the deviation has the form
\[
 p_{F_V}(\Gamma_x, \Gamma_y, \Gamma_v) =
\]
\[ = p_{F_V}(\Gamma_x|\Gamma_v, \Gamma_y) \overset{\text{def}}{=} \Pr_X(X \cdot \Gamma_x \oplus V \cdot \Gamma_v \oplus Y \cdot \Gamma_y = 0) - \frac{1}{2}. \quad (3) \]

Below we shall also use the LC with the value \( p_{F_V} \). According to different papers that dealt with the case of the uniformly distributed independent variables \( X \) and \( V \) the resistance of the function \( F \) against LCA can be estimated with the help of formulas using deviations \( p_{F_V} \). For example, in [11] it has been derived the following formula:

\[
LP^F_{\text{max}} \overset{\text{def}}{=} \max_{\Gamma_x, \Gamma_y \neq 0} LP^F(\Gamma_x \rightarrow \Gamma_y) \overset{\text{def}}{=} \max_{\Gamma_x, \Gamma_y \neq 0} \frac{1}{2^m} \sum_{V \in \{0,1\}^m} LP^{F_V}(\Gamma_x \rightarrow \Gamma_y),
\]

where
\[
LP^{F_V}(\Gamma_x \rightarrow \Gamma_y) \overset{\text{def}}{=} (2 \#\{X \in \{0,1\}^n: X \cdot \Gamma_x = F_V(X) \cdot \Gamma_y\} - 1)^2.
\]

Actually
\[
LP^{F_V}(\Gamma_x \rightarrow \Gamma_y) = (2 p_{F_V}(\Gamma_x, \Gamma_y))^2,
\]
where
\[
p_{F_V}(\Gamma_x, \Gamma_y) = \Pr_X(X \cdot \Gamma_x \oplus F_V(X) \cdot \Gamma_y = 0) - \frac{1}{2}.
\]

The next section of the present paper considers the case of arbitrary distribution of the variable \( V \) including the case \( V = \text{const} \). In this calculation of the deviation \( p \) it is necessary to use the total probability formula:
\[
p_F(\Gamma_x, \Gamma_y, \Gamma_v) = \sum_V p_{F_V}(\Gamma_x, \Gamma_y, \Gamma_v) \cdot P_V,
\]
where \( P_V \) is the probability of the given value \( V \).
3.2 Linear characteristics

Analyzing LC of CP boxes we assume, that $X$ and $V$ are independent variables, and $P_X = \frac{1}{|\mathcal{X}|} = \frac{1}{2^n}$, secondly, for masks $\Gamma_x$, $\Gamma_y$, $\Gamma_v$ we will use identifications $A$, $B$, $C$, in accordance with [11]. Let

$$\lambda_F (A, B) \overset{\text{def}}{=} \sum_V \theta_{F_V} (A, B) : P_V,$$

(7)

where $\theta_{F_V} (A, B) \overset{\text{def}}{=} \begin{cases} 1, & \text{if } F_V (A) = B; \\ 0, & \text{otherwise.} \end{cases}$

Note that $\lambda_F (A, B)$ is the probability that $F(A) = B$, i.e. $P_F (A \rightarrow B) \overset{\text{def}}{=} \lambda_F (A, B)$. Accordingly, let

$$\lambda_F (A, B, C) \overset{\text{def}}{=} \sum_V \theta_{F_V} (A, B, C) : P_V,$$

(8)

where $\theta_{F_V} (A, B, C) \overset{\text{def}}{=} \begin{cases} 1, & \text{if } F_V (A) = B, C \cdot V = 0; \\ 0, & \text{otherwise.} \end{cases}$

Below we use the following statements:

1. $\varphi(A) \neq \varphi(B) \Rightarrow F_V (A) \neq B \forall V \Rightarrow \lambda_F (A, B) = 0.$
2. $\varphi(A) = \varphi(B) \Rightarrow \lambda_F (A, B) = \lambda_F (A, B).$
3. $\lambda_F (A, B) = \lambda_F (A, B, E_0).$
4. $\forall C \lambda_F (A, B, C) \leq \lambda_F (A, B).$

These statements are quite evident and can be easily derived using general properties of permutations. Let us consider the function

$$\Psi_V (X) \overset{\text{def}}{=} \begin{cases} 1, & \text{if } A \cdot X \oplus B \cdot F_V (X) \oplus C \cdot V = 0 ; \\ 0, & \text{otherwise.} \end{cases}$$

It is easy to see, that if $P_X = \frac{1}{|\mathcal{X}|}$, then

$$p_{F_V} (A, B, C) = \frac{1}{|\mathcal{X}|} \cdot \sum_X \Psi_V (X) - \frac{1}{2}.$$  

(9)

**Lemma.** Let $X$ and $V$ be independent variables and $P_X = \frac{1}{|\mathcal{X}|}$. Then

$$\frac{1}{|\mathcal{X}|} \cdot \sum_X \Psi_V (X) = \begin{cases} \theta_{F_V} (A, B, C), & \text{if } F_V (A) = B; \\ 1/2, & \text{if } F_V (A) \neq B. \end{cases}$$

(10)
Proof. Let us consider two variants: $F_V(A) = B$ and $F_V(A) \neq B$.

Case 1. $F_V(A) = B \Rightarrow \forall X : A \bullet X \oplus B \bullet F_V(X) =$
\[= A \bullet X \oplus F_V(A) \bullet F_V(X) = \varphi'(A \otimes X) \oplus \varphi'(F_V(A) \otimes F_V(X)) =
\]
\[= \varphi'(A \otimes X) \oplus \varphi'(F_V(A \otimes X)) = \varphi'(U) \oplus \varphi'(F_V(U)) \equiv 0.
\]
Hence, $\forall X \Psi_V(X) = C \bullet V \oplus 1$ and
\[
\frac{1}{|X|} \sum_{X : F_V(A) = B} \Psi_V(X) = \begin{cases} 1, & \text{if } C \bullet V = 0; \\
0, & \text{if } C \bullet V \neq 0. \end{cases} = \theta_{F_V}(A, B, C).
\]

Case 2. $B \neq F_V(A)$. Let $A' : B = F_V(A')$. It is obvious, that $A' \neq A$. Let $A^{(1)} = A' \otimes A$, $A^{(12)} = A \otimes A'$ and $A^{(2)} = A' \otimes A'$. Since $A' = A^{(12)} \oplus A^{(2)}$ and $A^{(12)} \otimes A^{(2)} = E_0$ are held, then
\[\varphi(A' \otimes X) = \varphi(A^{(12)} \otimes X) + \varphi(A^{(2)} \otimes X) \quad \text{and} \quad \varphi(A \otimes X) = \varphi(A^{(1)} \otimes X) + \varphi(A^{(2)} \otimes X).
\]
According to Case 1, $\forall X$ the equation $A' \bullet X \oplus B \bullet F_V(X) = 0$ is held, i.e. $B \bullet F_V(X) = A' \bullet X$. Then
\[A \bullet X \oplus B \bullet F_V(X) = A' \bullet X \oplus A' \bullet X =
\]
\[= \varphi'(A \otimes X) \oplus \varphi'(A' \otimes X) =
\]
\[= \varphi'(A^{(1)} \otimes X) + \varphi'(A^{(12)} \otimes X) + \varphi'(A^{(1)} \otimes X) + \varphi'(A^{(2)} \otimes X) =
\]
\[= \varphi'(A^{(1)} \otimes X) \oplus \varphi'(A^{(2)} \otimes X) =
\]
\[= \left( \sum_{i | q_i^{(1)} = 1} x_i \right) \mod 2 \oplus \left( \sum_{i | q_i^{(2)} = 1} x_i \right) \mod 2 \Rightarrow
\]
\[\Psi_V(X) = \left( \sum_{i | q_i^{(1)} = 1} x_i \right) \mod 2 \oplus \left( \sum_{i | q_i^{(2)} = 1} x_i \right) \mod 2 \oplus C \bullet V \oplus 1.
\]

Let $t = \varphi(A^{(2)})$. The whole set of binary vectors $\{X\} (|\{X\}| = 2^n)$ can be represented as an association of $2^n-t$ disjoint subsets, each of which contains $2^t$ vectors differing only in the digits corresponding to the active (non-zero) bits of the mask $A^{(2)}$. Note that for each such subset $\left( \sum_{i | q_i^{(1)} = 1} x_i \right) \mod 2$ and $C \bullet V \oplus 1$ are constants and $\left( \sum_{i | q_i^{(2)} = 1} x_i \right) \mod 2$ is even in exactly one-half cases, i.e. for $2^{n-t} \cdot 2^{t-1} = 2^{n-1}$ values $X \Psi_V(X) = 0$ and for remaining $2^{n-1}$ values $X \Psi_V(X) = 1$ are held. Therefore, for each permutations $F_V : F_V(A) \neq
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For $B$ we have

$$\frac{1}{|\{X\}|} \cdot \sum_{X: F_V(A) \neq B} \Psi_V(X) = \frac{2^{n-1}}{2^n} = \frac{1}{2}. \quad \Box$$

**Theorem 1.** (About deviations of controlled permutations). Let $X$ and $V$ be independent variables and $P_X = \frac{1}{|\{X\}|}$. Then

$$2p_F(A, B, C) = 2\lambda_F(A, B, C) - \lambda_F(A, B) \quad (11)$$

**Proof.** In accordance with (6),(9) and (10) we have

$$2p_F(A, B, C) = 2 \sum_V p_{F_V}(A, B, C) \cdot P_V =$$

$$= 2 \sum_{V: F_V(A) = B} P_V \cdot p_{F_V}(A, B, C) + 2 \sum_{V: F_V(A) \neq B} P_V \cdot p_{F_V}(A, B, C) =$$

$$= 2 \sum_{V: F_V(A) = B} P_V \cdot \left( F_V(A, B, C) - \frac{1}{2} \right) + 2 \sum_{V: F_V(A) \neq B} P_V \cdot \left( \frac{1}{2} - \frac{1}{2} \right) =$$

$$= 2 \sum_V P_V \cdot F_V(A, B, C) - \sum_V P_V \cdot F_V(A, B) = 2\lambda_{F_V}(A, B, C) - \lambda_{F_V}(A, B). \quad \Box$$

**Corollary 1.** $2p_F(A, B) = 2p_F(A, B, E_0) = P_F(A \rightarrow B)$. Indeed,

$$2p_F(A, B) = 2p_F(A, B, E_0) = 2\lambda_{F_V}(A, B, E_0) - \lambda_{F_V}(A, B) =$$

$$= 2\lambda_{F_V}(A, B) - \lambda_{F_V}(A, B) = \lambda_{F_V}(A, B) = p_F(A \rightarrow B). \quad \Box$$

**Corollary 2.** $\forall A, B \quad 0 \leq 2p_F(A, B) \leq 1$.

**Corollary 3.** $\varphi(A) \neq \varphi(B) \Rightarrow p_F(A, B) = 0$.

Indeed,

$$\varphi(A) \neq \varphi(B) \Rightarrow B \neq F_V(A) \quad \forall V \Rightarrow \lambda_F(A, B) = 0 \Rightarrow p_F(A, B) = 0. \quad \Box$$

**Corollary 4.** $\forall C \ |p_F(A, B, C)| \leq p_F(A, B)$. 93
Indeed, $0 \leq \lambda_F(A,B,C) \leq \lambda_F(A,B) \Rightarrow |2p_F(A,B,C)| = \\
= |2\lambda_F(A,B,C) - \lambda_F(A,B)| \leq \lambda_F(A,B) = 2p_F(A,B) \Rightarrow \\
\Rightarrow |p_F(A,B,C)| \leq p_F(A,B).$

**Corollary 5.** \(\forall A,B \sum_{B:\varphi(B)\neq\varphi(A)} 2p_F(A,B) = 1,\)
\[
\sum_{A:\varphi(A) = \varphi(B)} 2p_F(A,B) = 1
\]
Indeed, \(\forall A,V \exists! B : B = F_V(A) + \sum_B \lambda_F(A,B) = 1.\) Since
\[
\sum_{B:\varphi(B)\neq\varphi(A)} \lambda_F(A,B) = 0, \text{ then } \sum_B \lambda_F(A,B) = \\
= \sum_{B:\varphi(B)=\varphi(A)} \lambda_F(A,B) = 1 \Rightarrow \sum_{B:\varphi(B)=\varphi(A)} 2p_F(A,B) = \\
= \sum_{B:\varphi(B)=\varphi(A)} \lambda_F(A,B) = 1. \text{ The second formula can be similarly derived.} \]

**Corollary 6.** \(\forall A,B p_F(\overline{A},B) = p_F(A,B).\) This is obvious, since
\[
\lambda_F(\overline{A},B) = \lambda_F(A,B).
\]

**Corollary 7.** Let \(A = B = E_0\) or \(A = B = D_0.\) Then \(2p_F(A,B) = 1.\)

**Corollary 8.** Let \(\varphi(A) = 1.\) If \(P_F(A \rightarrow B) = \text{const} \ \forall B \in \{0,1\}^n : \varphi(B) = 1,\) then \(2p_F(A,B) = P_F(A \rightarrow B) = \frac{1}{n},\) i.e.
\[
p_F(A,B) = \frac{1}{2}(P_F(A \rightarrow B) = \frac{1}{2n}.
\]
Indeed, there exist exactly \(n\) of vectors \(B \in \{0,1\}^n : \varphi(B) = 1,\) therefore \(P_F(A \rightarrow B) = \text{const} = 1/n.\) This result was obtained in [12] for data-dependent rotations which are a particular case of the CP operations.

**Conclusion** The absolute value of the deviation of LC with a non-zero mask of the controlling vector does not exceed the value of the deviation of LC with a zero mask of \(V,\) the last being equal to half of the probability that a given input mask transforms into a given output mask.

Since the theorem and its corollaries include the doubled value of deviation, it is reasonable to use the parameter \(p' = |2p|\) which for zero mask of the controlling vector coincide with the probability \(P_F(A \rightarrow B),\) i.e. \(p' = |2p| = 2p_F(A,B) = P_F(A \rightarrow B).\)

The practical significance of the derived theorem and its corollaries
lies in simplification of the calculation of LC:

1. To estimate LC of the CP boxes one can analyze only linear characteristics with zero mask of the controlling vector \( V \).

2. The calculation of the deviation \( P_F(A, B) \) is equivalent to the calculation of the probability \( P_F(A \rightarrow B) \).

3. It is sufficient to analyze only deviations of LC for which \( \varphi(A) \leq n/2 \).

4. While designing CP boxes, the condition \( \forall A, B \notin \{ E_0, D_0 \} \ P_F(A \rightarrow B) \leq 1/n \) is to be satisfied.

Let us consider item 4. Let \( \xi(t) \overset{\text{def}}{=} \max_{A, B: \varphi(A) = t} P_F(A \rightarrow B) \) be the function of the maximum value \( P_F(A \rightarrow B) \) for given weight \( t \). It is easy to see, that \( \xi(n - t) = \xi(t) \), therefore it is enough to analyze this function only for \( t = \{ 1, \ldots, n/2 \} \). Since the number of different vectors \( B \) with weight \( \varphi(B) = 1 \) equals \( n \), for \( \varphi(A) = 1 \) from corollary 5 one can obtain \( \xi(t) \geq 1/n \). If \( \forall A, B \in 0, 1^n: \varphi(A) = \varphi(B) = 1 \) we have \( P_F(A \rightarrow B) = \text{const} \), then \( \xi(t) = 1/n \) is held. This is the case of the uniform CP boxes of the first order.

For arbitrary \( t \leq n \) the number of different vectors \( B \) with weight \( t \) equals \( \binom{n}{t} \). Thus, there are premises of the construction of CP boxes with monotonically descending function \( \xi(t) \) for \( t = \{ 1, \ldots, n/2 \} \). For CP boxes of the \( h \)th order we have \( P_F(A \rightarrow B) > 0 \ \forall A, B : \varphi(A) = \varphi(B) = h \). The approximately uniform CP boxes are characterized by the condition \( P_F(A \rightarrow B) \approx \text{const} \ [5] \), hence for them we have \( P_F(A \rightarrow B) \approx 1/q \), where \( q = \binom{n}{h} \). A necessary condition for construction of such CP boxes is the inequality \( 2^m \geq \binom{n}{h} \), where \( m \) is the length of the controlling vector. However for weight 1 it is impossible to design a CP box with \( p_F < \frac{1}{2n} \). While designing ciphers the VBP operations should be combined with other operations in order to thwart linear attacks using the LC with masks \( A = B = (1, \ldots, 1) \) (see, for example, the use of the special nonlinear operation \( G \) in the cipher SPECTR-H64 [13]).
4 The block cipher DDP-64

While designing the single key cryptosystem DDP-64 our strategy was oriented to the extensive use of the controlled operations in the form of the CP box operations. This cryptographic primitive is fast and inexpensive while implementing in hardware. Our design criteria were the following:

1. The cryptosystem should be an iterated 64-bit cipher.
2. The cryptalgorithms should be able to perform encryption and decryption with simple and fast change of the sequence of the used subkeys.
3. The cipher should be fast in the case of frequent change of keys. For this reason we do not use precomputations.
4. Round transformation of data subblocks should be characterized by high parallelism.
5. The cipher should use only DDP as basic cryptographic primitive (therefore it is called DDP-64).

When designing a cipher based only on XOR and bit permutations (fixed and data-dependent ones) one of important problems is that combination of these operations usually gives ciphers which have the following property: "the parity of the plaintext + the parity of the key = the parity of the ciphertext". Such ciphers are not pseudorandom. To avoid this problem we have constructed a special operational box $F$ that is based on fixed and data-dependent permutations. Structure of this box provides the arbitrary change of the oddness of the output. General structure of the encryption round proposed in [14] and implemented in the cipher SPECTR-H64 suites very well to satisfy our design criteria, therefore we have used SPECTR-H64 as a prototype when developing the pure VBP-based cipher DDP-64 having 64-bit input. The general encryption scheme of DDP-64 is described by the following formulas:

$$ C = T^{(e=0)}(M, K) \quad \text{and} \quad M = T^{(e=1)}(C, K), $$

where $M$ is the plaintext, $C$ is the ciphertext ($M, C \in \{0,1\}^{64}$), $K$ is the secret key ($K \in \{0,1\}^{128}$), $T$ is the transformation function, and
Figure 3. General structure of DDP-64 (a) and procedure Crypt(e) (b)

e ∈ {0, 1} is a parameter defining encryption (e = 0) or decryption (e = 1) mode. The secret key is considered as concatenation of four 32-bit subkeys Ki, i = 1, 2, 3, 4: K = (K₁, K₂, K₃, K₄). DDP-64 uses no preprocessing to transform subkeys. Iterative structure of DDP-64 is shown in Fig. 3a and can be described as follows. First data block X is divided into two 32-bit subblocks L and R and initial transformation is performed as XORing subblocks with corresponding subkeys. Then 10 rounds with procedure Crypt(e) followed by final transformation are performed. The structure of the procedure Crypt(e) is shown in Fig. 3b.

4.1 Formation of the round keys

Each round key Qⱼ = (Qⱼ⁽¹⁾, Qⱼ⁽²⁾, Qⱼ⁽³⁾, Qⱼ⁽⁴⁾) ∈ {0, 1}³² is some e-dependent transposition of the subkeys K₁, K₂, K₃, K₄. Figure 4 and Table 1 specify round subkeys and their correspondence to the secret
key. Subkeys $K_i$ $(i = 1, \ldots, 4)$ are used directly in each round avoiding any processing them. The transposing subkeys $K_1, K_2, K_3, K_4$ is performed with two boxes $P^{(e)}_{2 \times 32/1}$. The box $P^{(e)}_{2 \times 32/1}$ is some single-layer CPB in which all elementary switching elements are controlled with the same bit $e$. The pairs $(K_1, K_3)$ and $(K_2, K_4)$ are inputs of the corresponding boxes $P^{(e)}_{2 \times 32/1}$. Four 32-bit outputs of two boxes $P^{(e)}_{2 \times 32/1}$ are the $e$-dependent subkeys $O_i$ $(i = 1, 2, 3, 4)$. Thus, we have $O_i = K_i$, if $e = 0$, and $O_1 = K_3, O_2 = K_4, O_3 = K_1, O_4 = K_2$, if $e = 1$. Being free of any precomputing subkeys and using the same algorithm to perform encryption and decryption the cipher DDP-64 suites well to cheap hardware implementation.

The left data subblock combined with subkeys $Q^{(1)}_j$ and $Q^{(3)}_j$ is used to form the controlling vectors $V$ and $V'$ which specify the current modifications of the VBP performed on the right data subblock with boxes $P_{32/96}$ and $P_{32/96}^{-1}$, respectively. The left data subblock combined with subkeys $Q^{(2)}_j$ and $Q^{(4)}_j$ is also transformed with two $F$-boxes implementing special variant of VBP.

### 4.2 Switchable fixed permutations

Change of the ciphering mode is defined by swapping subkeys $K_i$ with two single-layer boxes $P^{(e')}_{2 \times 32/1}$ (see Fig. 4a) and by switching the $e'$-dependent fixed permutation $\Pi^{(e')}$, where $e' \in \{0, 1\}$ and $e'$ depends on $e$ and on the round number $j$. The $e'$-dependent fixed permutation in the left branch of the cryptoscheme is used to prevent homogeneity of the encryption procedure in the case of the key having structure $K = (X, X, X, X)$. For this reason the schedule of the switching bit $e'$ is non-periodic (see Table 1). The structure of the switchable operations $\Pi^{(e')}$ is shown in Fig. 4b. It is easy to see that we have $\Pi^{(0)} = \Pi$, $\Pi^{(1)} = \Pi^{-1}$, and $\Pi^{(e' \oplus 1)}(Y) = X$, if $Y = \Pi^{(e')}(X)$. The permutation $\Pi$ is specified as follows:

$$(1,4,7,2,5,8,3,6)(9,12,15,10,13,16,11,14)$$

$$(17,20,23,18,21,24,19,22)(25,28,31,26,29,32,27,30).$$
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Table 1. Specification of the round subkeys and switching bit $e'$

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{j}^{(1)}$</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
<td>O₄</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
<td>O₄</td>
<td>O₁</td>
<td>O₂</td>
</tr>
<tr>
<td>$Q_{j}^{(2)}$</td>
<td>O₄</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
<td>O₂</td>
<td>O₁</td>
<td>O₂</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
</tr>
<tr>
<td>$Q_{j}^{(3)}$</td>
<td>O₁</td>
<td>O₄</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
<td>O₁</td>
<td>O₂</td>
<td>O₃</td>
<td>O₂</td>
<td>O₁</td>
</tr>
<tr>
<td>$Q_{j}^{(4)}$</td>
<td>O₂</td>
<td>O₁</td>
<td>O₄</td>
<td>O₃</td>
<td>O₄</td>
<td>O₃</td>
<td>O₄</td>
<td>O₂</td>
<td>O₁</td>
<td>O₂</td>
</tr>
<tr>
<td>$e'_{j}^{(e=0)}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e'_{j}^{(e=1)}$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4. Swapping subkeys (a) and structure of the switchable fixed permutation (b)

4.3 Variable permutations

Variable permutations are performed with the CP boxes of the second order $P^{(V)}_{32/96}$ and $(P^{(V')}_{32/96})^{-1}$ (see section 2) and $F$-boxes. The $F$-boxes represent special type of VBP. Construction of the $F$-boxes provides arbitrary change of the output vector weight. Indeed, depending on $L$, $Q_{j}^{(2)}$, and $Q_{j}^{(4)}$ eight of 32 input bits are replaced by bits of the constant $C = (10101010)$ while performing the operation $F$. Structure of the $F$-box is presented in Fig. 5. The $F$-box comprises two three-layer CP boxes $P^{(V')}_{32/48}$ and $P^{-1}_{32/48}$ separated with fixed permutation $\Pi'$ which is
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described as follows:

$$(1,33)\{2,9\} \{3,17\} \{4,25\} \{5\} \{6,13\} \{7,21\} \{8,34,29,40\} \{10,35\} \{11,38\} \{12,26\} \{14\} \{15,36,22,38\} \{16,39\} \{19,37\} \{20,27\} \{23\} \{24,31\} \{28,39\} \{32\}.$$ 

The 80-bit controlling vector $W = (W_1, W_2, W_3, W_4, W_5)$, where $W_i \in \{0,1\}^{16}$, of the F-box is divided into 48-bit controlling vector $(W_1, W_2, W_3)$ of the CP box $P_{32/48}$ and 32-bit part $(W_4, W_5)$ of the controlling vector $(W_6, W_4, W_5)$ of the $P_{32/48}^{-1}$-box. The 16-bit vector $W_6$ is formed with the extension box "Ext" (Fig. 5a) using eight of the most significant bits of the output $H = (H_1, H_2, H_3, H_4, H_5)$, where $H_i \in \{0,1\}^8$, of the permutation $\Pi'$: $W_6 = (H_6, H_5)$. The 80-bit controlling vector $W$ is formed with the extension box $E'$ input of which is the vector $Z'$. Relation between $Z'$ and $W$ is the following: $W_1 = Z'_1$, $W_2 = Z'_i$ $8$ $\gg$, $W_3 = Z'_i$ $10$ $\gg$, $W_4 = Z'_h$, $W_5 = Z'_h$ $5$ $\gg$.

![Figure 5. Structure of the F-box (a) and of the CP boxes $P_{32/48}$ and $P_{32/48}^{-1}$ (b)](image-url)
The vectors $W_1$, $W_2$, and $W_3$ control the 1st, 2nd, and 3rd active layers of the $P_{32/48}$-box and the vectors $W_4$, $W_5$, and $W_6$ control the 1st, 2nd, and 3rd active layers of the $P_{32/48}^{-1}$-box, correspondingly. The vector $D$ that is the output of $P_{32/48}$ is concatenated with constant $C$ forming the vector $(D_1, D_2, D_3, D_4, C)$ at input of the fixed permutation $\Pi'$. At output of $\Pi'$ the vector $(H_1, H_2, H_3, H_4, H_5)$, where $H_5 = (d_1, d_8, d_{10}, d_{15}, d_{19}, d_{22}, d_{28}, d_{29})$, is formed. Taking into account the structure of the $P_{32/48}$-box one can see that superposition $P_{32/80} \circ \Pi'$ moves arbitrary two bits of each byte $Z_i$ of the vector $Z = (Z_1, Z_2, Z_3, Z_4)$ to $H_5$ with the same probability. Arbitrary single bit of each byte $Z_i$ moves to $H_5$ with probability $2^{-2}$. Thus, the vector $H_5$ is composed of eight bits of $Z = L \oplus Q_j^{[4]}$ which are replaced by 8 bits of $C$ at the output of the $F$-box. Depending on $W$ different bits of $Z$ are replaced, therefore the oddness of the output vector of the $F$-box changes arbitrarily.

### 4.4 Permutational involutions

Rotation operation ">>> 16" performed on the left data subblock is used as permutational involution saving the "symmetric" use of the most significant ($L_n$) and least significant ($L_l$) halves of $L$ while performing two $F$-box operations. The fixed permutation $\Pi'(e')$ has been selected to provide condition $(\Pi'(e')(L))^{>>>16} = \Pi'(e')(L^{>>>16})$ for $e' \in \{0, 1\}$ which is necessary for correct decryption. Permutational involution $I$ in the right branch provides each bit at the input of the box $P_{32/96}$ influences 31 bits at the output of the box $P_{32/96}^{-1}$ even in the case $V = V'$ (without $I$ in the case $V = V'$ each input bit of $P_{32/96}$ influences only one output bit of $P_{32/96}^{-1}$). The involution $I$ is described with two rotations by eight bits: $Y = I(X_1, X_2) = (X_1^{>>>8}, X_2^{>>>8})$, where $X_1, X_2 \in \{0, 1\}^{16}$. This permutation improves the resultant VBP corresponding to subsequently performed operations $P_{32/96}$ and $P_{32/96}^{-1}$. Indeed, even in the case $V = V'$ the superposition $P_{32/96}^{(V)} \circ I \circ (P_{32/96}^{(V')})^{-1}$ forms an effective CP box permutation all modifications of which are different permutational involutions. In general case we have $V \neq V'$,
since the data are combined with different subkeys while forming the controlling vectors corresponding to the operations \( P_{32/96} \) and \( P_{32/96}^{-1} \). Investigating the role of the fixed permutation between two mutually inverse CP box operations we have performed many statistic experiments which have shown that the use of such permutation significantly improves the properties of the transformation performed with two mutually inverse CP boxes.

4.5 Formation of the controlling vectors \( V \) and \( V' \)

Controlling vectors corresponding to the boxes \( P_{32/96} \) and \( P_{32/96}^{-1} \) are formed using the same extension box \( E \) implemented with simple connections. The inputs of the \( E \)-boxes corresponding to the boxes \( P_{32/96} \) and \( P_{32/96}^{-1} \) are \( L^{(1)} = L \oplus Q_j^{(1)} \) and \( L'^{(3)} = (L' \ggg_{16}) \oplus Q_j^{(3)} \) (see Fig. 3b), where \( L' = (H^{(c')}(L)) \ggg_{16} \), respectively. Let the 96-bit vectors \( V = (V_1, V_2, V_3, V_4, V_5, V_6) \) and \( V' = (V'_1, V'_2, V'_3, V'_4, V'_5, V'_6) \) be the outputs of the respective \( E \)-boxes. The extension box provides the following relations:

\[
\begin{align*}
V_1 &= L^{(1)}_1, \quad V_2 = (L^{(1)}_q)^{\ggg_6}, \quad V_3 = (L^{(1)}_q)^{\ggg_{12}}, \quad V_4 = L^{(1)}_h, \\
V_5 &= (L^{(1)}_h)^{\ggg_6}, \quad V_6 = (L^{(1)}_h)^{\ggg_{12}}, \\
V_1' &= L^{(3)}_q, \quad V_2' = (L^{(3)}_q)^{\ggg_6}, \quad V_3' = (L^{(3)}_q)^{\ggg_{12}}, \quad V_4' = L^{(3)}_h, \\
V_5' &= (L^{(3)}_h)^{\ggg_6}, \quad V_6' = (L^{(3)}_h)^{\ggg_{12}}.
\end{align*}
\]

The extension box provides each bit of \( L \) influences three elementary boxes \( P_{2/1} \) in the CP box \( P_{32/96} \) and three \( P_{2/1} \)-boxes in \( P_{32/96}^{-1} \). While designing the box \( E \) we have used the following criterion: For all values of the controlling vector the permutation of each input bit of CPB must be defined by six different bits of \( L \). Due to realization of this criterion each bit of \( L \) influences exactly six bits of \( R \) while performing the CPB operation. It is easy to see that such distribution of the controlling bits provides that arbitrary input bit of the boxes \( P_{32/96} \) and \( P_{32/96}^{-1} \) moves to each output position with the same probability if \( L \) is a uniformly distributed random variable.
5 Discussion

Cipher DDP-64 presents an example of the pure VBP-based ciphers. The CP are extensively used in three different ways: (1) as VBP that are the basic cryptographic primitive, (2) as $e$-dependent swapping subkeys to change ciphering mode, and (3) in the switching permutation $\Pi^{(e')}$. Analogously to the VBP-based cipher SPECTR-H64 [13] the cryptosystem DDP-64 is fast in the case of frequent change of keys, since it is free of the key preprocessing. Avalanche effect spreads mostly when the changed bits are used as controlling ones, but not when they are transformed with the CP box operations (some avalanche connected with $F$-boxes is defined by the use of eight input bits as an internal controlling vector denoted earlier as $W_6$). In comparison with SPECTR-H64 the cipher DDP-64 has the following features:

1. It uses all secret key in each round.
2. The DDP-64 is free of any additional nonlinear primitives (for example, the operation $G$ in SPECTR-H64 ) and uses two $F$-boxes executed in parallel with the CP box operation $P_{32/96}$. Each of two $F$-boxes is a special CP box generating at output the binary vector with arbitrary weight.
3. Round transformation includes special permutational involutions performed on the left and right data subblock and a switchable fixed permutation.

5.1 Some properties of VBP

For operations $F$, $P_{32/96}$, and $P^{-1}_{32/96}$ it is quite easy to calculate differential characteristics (DC) corresponding to differences with few number of active bits. Let $\Delta^U_h$ be the difference with arbitrary $h$ active (non-zero) bits corresponding to some vector $U$. Let $\Delta_{i1,\ldots,i_h}$ be the difference with active bits corresponding to digits $i_1,\ldots,i_h$.

A avalanche effect corresponding to the operations $P_{32/96}$, and $P^{-1}_{32/96}$ is caused by the use of the data subblock $L$ to define the values $V$ and $V'$. Each bit of the left data subblock influences three bits of each of these controlling vectors. Each controlling bit influences two bits of
the right data subblock. Thus, due to VBP performed on the right data subblock $R$ with boxes $P_{32/96}$ and $P_{32/96}^{-1}$ one bit of $L$ influences statistically about 12 bits of $R$. In the case when some difference with one active bit $\Delta_{L/4}^L$ passes the left branch of the cryptoscheme it influences three elementary switching elements permuting six different bits of the right data subblock. For example, if the input difference of the CP box $P_{32/96}$ has no active bits (the case of zero difference), then the difference $\Delta_{L/4}^L$ can cause the generation at output of the $P_{32/96}$-box the following differences: (1) $\Delta_{0}^L$ with probability $2^{-3}$; (2) $\Delta_{2}^L$ with probability $3 \cdot 2^{-3}$; (3) $\Delta_{4}^L$ with probability $3 \cdot 2^{-3}$; (4) $\Delta_{6}^L$ with probability $2^{-3}$. (Some other DC of the boxes $P_{32/96}$ are presented in [15].)

Avalanche effect corresponding to the operations $F$ relates to the use of the left data subblock to specify controlling vectors $W$ and $W'$. Besides, avalanche spreads due to dependence of the output of ”Ext”-box on $L$. Let consider the vector $L = (L_{4}, L_{h})$ before the operation ”$>$ $\gg 16$”. Each bit $l_{i}$, where $1 \leq i \leq 16$, of $L$ influences three elementary boxes $P_{2/1}$ of the $P_{32/48}$-box in the lower $F$-box and two boxes $P_{2/1}$ of the $P_{32/48}^{-1}$-box in the upper $F$-box. Besides, with probability $2^{-2}$ (this probability corresponds to the event that $l_{i}$ is moved to $H_{0}$) the bit $l_{i}$ influences two boxes $P_{2/1}$ of the $P_{32/48}$-box in the upper $F$-box and with the same probability $l_{i}$ influences two boxes $P_{2/1}$ of the $P_{32/48}^{-1}$-box in the lower $F$-box. Analogous properties have all bits of $L_{h}$, since after the operation ”$\gg\gg 16$” we have $(L_{4}, L_{h})^{\gg\gg 16} = (L_{h}, L_{4})$.

### 5.2 Security estimation

We have considered different types of attacks against DDP-64. Our results show that the differential cryptanalysis (DCA) is the most powerful attack. The iterative two-round DCs with differences $(\Delta_{L}^L, \Delta_{0}^L)$ and $(\Delta_{0}^L, \Delta_{R}^R)$ have the highest probability: $P(2) \approx P = 1.37 \cdot 2^{-17}$. The difference $(\Delta_{L}^L, \Delta_{0}^L)$ passes eight and ten rounds of DDP-64 with probabilities $P(8) = P^{4}(2) \approx 1.79 \cdot 2^{-67}$ and $P(10) = P^{5}(2) \approx 1.23 \cdot 2^{-83}$. For some random cipher we have $P(\Delta_{L}^L, \Delta_{0}^L) \rightarrow (\Delta_{L}^L, \Delta_{R}^R) \approx 2^{-64}.2^5 = 2^{-59} > P(8) > P(10)$. Thus, DDP-64 with eight and ten rounds is
undistinguishable from random cipher with differential attack using
the most efficient two-round iterative characteristic.

Linear cryptanalysis (LCA) seems to be less efficient to attack DDP-
64 as compared with DCA. Let denote the input mask as \( A = (A^L, A^R) \)
and the output mask as \( B = (B^L, B^R) \). Linear attacks using masks \( A = B = (1, 1, \ldots, 1) \)
are prevented because of the use of two operations \( F \)
changing arbitrary the oddness of their output. Using results of section
3 it is easy to find that the bias (deviation) of the linear characteristics
(LC) with \( z \leq 31 \) active bits has value \( b \leq 2^{-6} \) for each of the boxes
\( P_{32/96}, P_{32/96}^{-1} \), and \( F \), the maximal value corresponding to \( z = 1 \). Our
linear analysis of DDP-64 has shown that among masks \( A^L, A^R, B^L, \)
and \( B^R \) corresponding to individual subblocks and having weight less
than 31 the masks with weight 1 have the maximal bias.

Analogously to consideration of the LC of the CP boxes, the LCA
of the DDP-64 can be performed investigating the movement of the
active bits through one or several encryption rounds. For LC with
input mask \( A = (A^L_{i,j}, A^R_{i,j}) \) and output mask \( B = (B^L_{i,j}, B^R_{i,j}) \), where
indices indicate that we consider 32-bit masks with one active bit cor-
responding to \( i \)th and \( j \)th (\( j \)th and \( g \)th) digits in the left (right) data
subblocks at input and output respectively. It is easy to show that for
arbitrary digits \( i, j, g \) (digit \( j \) is defined by digit \( i \) the bias \( b(1) \) of
the one-round iterative LC \( (A, B, b(1)) \) is \( b(1) = 0.56 \cdot 2^{-16} \). The last value is derived from the probability
\( p = 0.56 \cdot 2^{-15} \) that the \( j \)th bit
of \( R \) is XORed two times with \( i \)th bit of \( L \) and then is moved to the
\( g \)th digit at the output of the operation \( P_{32/96}^{-1} \). For \( r \)-round LC \( (A, B,
\( b(r) \) one can obtain \( b(r) < 2^{-15r-1} \). For the random cipher LCs have
bias \( b \approx 2^{-32} > b(r) \gg 2^{-36} > b(3) \), therefore we can conclude that
three-round DDP-64 is secure against LCA.

In spite of the simplicity of the key schedule the "symmetric" keys
\( K' = (X, Y, Y, X) \) and \( K'' = (X, X, X, X) \) are not weak or semi-weak,
since decryption requires switching the fixed permutation in the left
branch of the cryptoscheme of DDP-64 (from Fig. 3 it is easy to see
that \( T^{(c=0)}(C, K'') \neq M \), where \( C = T^{(c=0)}(M, K'') \)). It seems to
be difficult to calculate a semi-weak key-pair for DDP-64, if it is still
possible. Slide attacks in the case of "symmetric" keys are also ineffi-
cient, since the encryption with DDP-64 is free of homogeneity (in the sense of [16]) due to the non-periodic schedule of the switching bit $e'$ specifying the fixed permutation $II(e')$ performed on the left data sub-block. This shows that the switchable operations can play sufficiently important role in the block ciphers which are free of the key preprocessing. For comparison one can remark that SPECTR-H64 which uses no switchable operations has weak keys (for all $X$ its 256-bit key $K = (X,X,...,X)$ is a weak one) and in the case of the weak key it seems vulnerable to slide attack.

Use of some strong key scheduling is a standard way to prevent weak keys and homogeneity in DDP-64, however this significantly increases the hardware implementation cost.

5.3 Conclusion

Theoretic analysis of LC of the VBP operations conserving the weight of the transformed vector has shown that the principal problem in the design of VBP-based ciphers is to prevent LCA using masks $A = B = (1,1,...,1)$. Examples of such attacks are proposed in [17,18]. In the known VBP-based ciphers SPECTR-H64 [13], SPECTR-128 [19], and Cobra-H64 [15] additional non-linear operations are used to thwart such variants of LCA. When developing a pure VBP-based cipher we have proposed a new type of the VBP operations ($F$-box operations) the use of which allows one to solve the mentioned problem without using additional non-linear operations.

The $F$-box operations have been used to design the cipher DDP-64. Presented analysis of DDP-64 illustrates efficiency of the use of VBP in the design of the block ciphers. The VBP thwarts well differential, linear, and other attacks allowing one to use comparatively small number of the encryption rounds. The efficiency of hardware implementation of the VBP-based ciphers is defined by the following factors: (1) VBP are efficient as cryptographic primitive, (2) property of the controllability of this primitive allows designing new advanced cryptoschemes, (3) VBP are fast and cheap in hardware [20]. Design of DDP-64 can be characterized as a design at bit level that defines low hardware im-
plementation cost and high performance including the case of frequent change of keys.

Structure of DDP-64 suites well for detailed estimating DCs and LCs corresponding to differences and masks with few active bits. To attack DDP-64 the DCA is significantly more efficient than LCA. The DCA defines the minimum number of rounds for secure encryption with DDP-64.

We have also shown that in the case of the simple key scheduling the weak keys and homogeneity of the encryption can be prevented using switchable operations. Development of the simple and efficient switchable (e-dependent) operations is a new interesting item in the design of the ciphers that are free of precomputing the round keys.
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