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A REPUBLICII MOLDOVA. MATEMATICA
Number 1(68), 2012, Pages 50–58
ISSN 1024–7696

On cyclically-interval edge colorings of trees

R.R.Kamalian

Abstract. For an undirected, simple, finite, connected graph G, we denote by V (G)
and E(G) the sets of its vertices and edges, respectively. A function ϕ : E(G) →
{1, 2, . . . , t} is called a proper edge t-coloring of a graph G if adjacent edges are
colored differently and each of t colors is used. An arbitrary nonempty subset of
consecutive integers is called an interval. If ϕ is a proper edge t-coloring of a graph
G and x ∈ V (G), then SG(x, ϕ) denotes the set of colors of edges of G which are
incident with x. A proper edge t-coloring ϕ of a graph G is called a cyclically-interval
t-coloring if for any x ∈ V (G) at least one of the following two conditions holds: a)
SG(x,ϕ) is an interval, b) {1, 2, . . . , t} \ SG(x, ϕ) is an interval. For any t ∈ N, let
Mt be the set of graphs for which there exists a cyclically-interval t-coloring, and let
M ≡

⋃

t≥1 Mt. For an arbitrary tree G, it is proved that G ∈ M and all possible
values of t are found for which G ∈ Mt.

Mathematics subject classification: 05C05, 05C15.
Keywords and phrases: Tree, interval edge coloring, cyclically-interval edge
coloring.

1 Introduction

We consider undirected, simple, finite, and connected graphs. For a graph G
we denote by V (G) and E(G) the sets of its vertices and edges, respectively. The
set of edges of G incident with a vertex x ∈ V (G) is denoted by JG(x). The set of
vertices of G adjacent to a vertex x ∈ V (G) is denoted by IG(x). For any x ∈ V (G),
dG(x) denotes the degree of the vertex x in G. For a graph G, we denote by ∆(G)
and χ′(G) the maximum degree of a vertex of G and the chromatic index of G [32],
respectively. The distance in a graph G between its vertices x ∈ V (G) and y ∈ V (G)
is denoted by ρG(x, y). For any vertex x0 ∈ V (G) and an arbitrary subset V0 of the
set V (G), we define the distance ρG(x0, V0) in a graph G between x0 and V0 as
follows:

ρG(x0, V0) ≡ min
z∈V0

ρG(x0, z)

For any integer n ≥ 3, we denote by Cn a simple cycle with n vertices. The
terms and concepts that we do not define can be found in [35].

For an arbitrary finite set A, we denote by |A| the number of elements of A.
The set of positive integers is denoted by N. An arbitrary nonempty subset of
consecutive integers is called an interval. An interval with the minimum element p
and the maximum element q is denoted by [p, q]. An interval D is called an h-interval
if |D| = h.
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For any t ∈ N and arbitrary integers i1, i2 satisfying the conditions i1 ∈ [1, t], i2 ∈
[1, t], we define [22] the sets intcyc1((i1, i2), t), intcyc1[(i1, i2), t], intcyc2((i1, i2), t),
intcyc2[(i1, i2), t] and the number dif((i1, i2), t) as follows:

intcyc1[(i1, i2), t] ≡ [min{i1, i2},max{i1, i2}],

intcyc1((i1, i2), t) ≡ intcyc1[(i1, i2), t]\({i1} ∪ {i2}),

intcyc2((i1, i2), t) ≡ [1, t]\intcyc1[(i1, i2), t],

intcyc2[(i1, i2), t] ≡ [1, t]\intcyc1((i1, i2), t),

dif((i1, i2), t) ≡ min{|intcyc1[(i1, i2), t]| , |intcyc2[(i1, i2), t]|} − 1.

If t ∈ N and Q is a non-empty subset of the set N, then Q is called a t-cyclic
interval if there exist integers i1, i2, j0 satisfying the conditions i1 ∈ [1, t], i2 ∈ [1, t],
j0 ∈ {1, 2}, Q = intcycj0[(i1, i2), t].

A function ϕ : E(G) → [1, t] is called a proper edge t-coloring of a graph G if
adjacent edges are colored differently and each of t colors is used.

If ϕ is a proper edge t-coloring of a graph G and E0 ⊆ E(G), then ϕ[E0] ≡
{ϕ(e)/e ∈ E0}.

A proper edge t-coloring ϕ of a graph G is called an interval t-coloring of G
[8,9,20] if for any x ∈ V (G), the set ϕ[JG(x)] is a dG(x)-interval. For any t ∈ N, we
denote by Nt the set of graphs for which there exists an interval t-coloring. Let us
also define the set N of all interval colorable graphs:

N ≡
⋃

t≥1

Nt.

For any G ∈ N, we denote by wint(G) and Wint(G) the minimum and the maximum
possible value of t, respectively, for which G ∈ Nt. For a graph G, let us set
θ(G) ≡ {t ∈ N/G ∈ Nt}.

The problem of deciding whether a regular graph G belongs to the set N is NP -
complete [8,9,20]. Nevertheless, for graphs G of some classes the relation G ∈ N was
proved and investigations of the set θ(G) were fulfilled [8,9,19,20,26,27]. The concept
of interval colorability of a graph represents an especially high interest for a bipartite
graph, because in this case it can be used for mathematical modelling of timetable
problems with compactness requirements (i.e. the lectures of each teacher and each
group must be scheduled at consecutive periods) [1, 7, 20, 29]. Unfortunately, for
an arbitrary bipartite graph G the problem keeps the complexity of a general case
[3,13,31]. Some positive results were obtained for “small”bipartite graphs [14,15,25],
for bipartite graphs with the “small”maximum degree of a vertex [13, 16, 28], and
for biregular bipartite graphs [2–6,11,16–18,24,30,36]. Very interesting approaches
for biregular bipartite graphs were developed in [6,11,30]. The examples of interval
non-colorable bipartite graphs were given in [7, 15,18,31].

Remark 1. It is not difficult to see that for any integer k ≥ 2, C2k ∈ N and
θ(C2k) = [2, k + 1].
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A proper edge t-coloring ϕ of a graph G is called a cyclically-interval t-coloring
of G if for any x ∈ V (G), the set ϕ[JG(x)] is a t-cyclic interval. For any t ∈ N, we
denote by Mt the set of graphs for which there exists a cyclically-interval t-coloring.
Let us also define the set M of all cyclically-interval colorable graphs:

M ≡
⋃

t≥1

Mt.

For any G ∈ M, we denote by wcyc(G) and Wcyc(G) the minimum and the maximum
possible value of t, respectively, for which G ∈ Mt. For a graph G, let us set Θ(G) ≡
{t ∈ N/G ∈ Mt}.

Remark 2. The concept of cyclically-interval colorability of a graph generalizes that
of interval colorability. Clearly, for an arbitrary graph G ∈ N, and for any t ∈ θ(G),
an arbitrary interval t-coloring of the graph G is also a cyclically-interval t-coloring
of G, therefore, for any t ∈ N, Nt ⊆ Mt. N2 = M2. For any integer t ≥ 3, Nt ⊂ Mt

(it is enough to consider the simple cycle Ct). N ⊂ M (it is enough to consider the
simple cycle C3). For an arbitrary graph G, θ(G) ⊆ Θ(G).

Remark 3. For any G ∈ N, the following inequality is true:

∆(G) ≤ χ′(G) ≤ wcyc(G) ≤ wint(G) ≤ Wint(G) ≤ Wcyc(G) ≤ |E(G)| .

Remark 4. It is not difficult to note that there exist examples G1 and G2 of graphs
from N for which wcyc(G1) < wint(G1), Wint(G2) < Wcyc(G2). Let us set G1 =
K3,2 and G2 = K2,2. In this case, evidently, wcyc(G1) = 3, wint(G1) = 4 [19],
Wint(G2) = 3 [19], Wcyc(G2) = 4.

The problem of cyclically-interval colorability of a graph has been completely
investigated as yet only for simple cycles [21, 23] and trees [22]. Some interesting
results on this and related topics were obtained in [10,12,33,34].

For a tree H with V (H) = {b1, ..., bp}, p ≥ 1, we denote by P (bi, bj) the simple
path connecting the vertices bi and bj, 1 ≤ i ≤ p, 1 ≤ j ≤ p. The sets of vertices and
edges of the path P (bi, bj) are denoted by V P (bi, bj) and EP (bi, bj), respectively,
1 ≤ i ≤ p, 1 ≤ j ≤ p.

Let us also define:

intV P (bi, bj) ≡ V P (bi, bj)\({bi} ∪ {bj});

Ṽ P (bi, bj) ≡ V P (bi, bj) ∪

(

⋃

x∈intV P (bi,bj)

IH(x)

)

;

TP (bi, bj) ≡







⋃

x∈intV P (bi,bj)

JH(x), if intV P (bi, bj) 6= ∅

EP (bi, bj), if intV P (bi, bj) = ∅;

1 ≤ i ≤ p, 1 ≤ j ≤ p.
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Assume:

M(H) ≡ max
{

∣

∣TP (bi, bj)
∣

∣/1 ≤ i ≤ p, 1 ≤ j ≤ p
}

.

In [19] the following result was obtained.

Theorem 1 (see [19]). Let H be an arbitrary tree.Then

1. H ∈ N,

2. wint(H) = ∆(H),

3. Wint(H) = M(H),

4. θ(H) = [∆(H),M(H)].

Corollary 1. For any tree H, H ∈ M, wcyc(H) = ∆(H), Wcyc(H) ≥ M(H),
[∆(H),M(H)] ⊆ Θ(H).

In this paper, for any tree H, we show that Wcyc(H) = M(H) and Θ(H) =
[∆(H),M(H)].

2 Results

Lemma 1. If Q1, ..., Qn (n ≥ 2) are t-cyclic intervals, and for any j ∈ [1, n − 1],

Qj ∩ Qj+1 6= ∅, then
n
⋃

i=1
Qi is a t-cyclic interval.

Proof can be easily accomplished by induction on n.

Lemma 2. Let α be a cyclically-interval t-coloring of a graph G, and P0 =
(x0, e1, x1, ..., xk−1, ek, xk) be a simple path connecting a vertex x0 ∈ V (G) with a

vertex xk ∈ V (G), k ≥ 2. Then α

[

k−1
⋃

i=1
JG(xi)

]

is a t-cyclic interval.

Proof. If k = 2, then the statement follows from the definition of the cyclically-
interval t-coloring. Now assume that k ≥ 3. It is clear that the sets α[JG(x1)], ...,
α[JG(xk−1)] are t-cyclic intervals with

α[JG(xj)] ∩ α[JG(xj+1)] 6= ∅ for any j ∈ [1, k − 2].

Lemma 1 implies that α

[

k−1
⋃

i=1
JG(xi)

]

is a t-cyclic interval.

Lemma 3. Let α be a cyclically-interval t-coloring of a graph G, and P0 =
(x0, e1, x1, ..., xk−1, ek, xk) be a simple path connecting a vertex x0 ∈ V (G) with a
vertex xk ∈ V (G), k ≥ 2. Then at least one of the following statements is true:
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1. intcyc1((α(e1), α(ek)), t) ⊆ α

[

k−1
⋃

i=1
JG(xi)

]

,

2. intcyc2((α(e1), α(ek)), t) ⊆ α

[

k−1
⋃

i=1
JG(xi)

]

.

Proof. Without loss of generality we may assume that dif((α(e1), α(ek)), t) ≥ 2.
Let us assume that none of the statements 1) and 2) is true. Then there are τ1,

τ2 such that

τ1 ∈ intcyc1((α(e1), α(ek)), t), τ1 6∈ α

[

k−1
⋃

i=1

JG(xi)

]

,

τ2 ∈ intcyc2((α(e1), α(ek)), t), τ2 6∈ α

[

k−1
⋃

i=1

JG(xi)

]

,

therefore {τ1, τ2} ∩ α

[

k−1
⋃

i=1
JG(xi)

]

= ∅.

Lemma 2 implies that α

[

k−1
⋃

i=1
JG(xi)

]

is a t-cyclic interval with

{α(e1), α(ek)} ⊆ α

[

k−1
⋃

i=1

JG(xi)

]

.

It is not hard to see that the relations

{α(e1), α(ek)} ⊆ α

[

k−1
⋃

i=1

JG(xi)

]

and {τ1, τ2} ∩ α

[

k−1
⋃

i=1

JG(xi)

]

= ∅

are incompatible.

Lemma 4. If α is a cyclically-interval t-coloring of a tree H, t ∈ Θ(H),
V (H) = {b1, ..., bp}, p ≥ 1, then there are vertices b′ ∈ V (H), b′′ ∈ V (H) such
that [1, t] = α[TP (b′, b′′)].

Proof. Assume the contrary. Suppose that for an arbitrary bi ∈ V (H), bj ∈ V (H),

α[TP (bi, bj)] ⊂ [1, t]. Set: max
{

∣

∣α[TP (bi, bj)]
∣

∣/1 ≤ i ≤ p, 1 ≤ j ≤ p
}

≡ m0. It is

clear that m0 < t. Without loss of generality we may assume that m0 ≥ 2. Consider
the simple path P0 = (x0, e1, x1, ..., xk−1, ek, xk) of the tree H with

∣

∣α[TP0]
∣

∣ = m0.
Clearly, without loss of generality, we may assume that k ≥ 2.

Lemma 2 implies that there are i′ ∈ [1, t], i′′ ∈ [1, t], and j′ ∈ {1, 2}, for

which α

[

k−1
⋃

i=1
JH(xi)

]

= intcycj′ [(i
′, i′′), t]. As m0 < t, there is τ0 ∈ [1, t] such that

τ0 6∈ intcycj′ [(i
′, i′′), t].
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Consider an edge e1 ∈ E(H) for which α(e1) = τ0, and assume that e1 = (u0, u1).
Clearly, e1 6∈ TP0(x0, xk).

Without loss of generality we may assume that ρH(u1, Ṽ P0(x0, xk)) <
ρH(u0, Ṽ P0(x0, xk)). Let z0 ∈ Ṽ P0(x0, xk) be the vertex with ρH(u1, z0) =
ρH(u1, Ṽ P0(x0, xk)). It is not hard to see that z0 ∈ Ṽ P0(x0, xk)\intV P0(x0, xk)
and for any z′ ∈ Ṽ P0(x0, xk)\intV P0(x0, xk), z′ 6= z0, ρH(u1, z0) < ρH(u1, z

′).

Case 1 . z0 = x0. Clearly,
∣

∣α[TP (u0, xk)]
∣

∣ ≥ m0 + 1, which contradicts the
choice of P0.

Case 2 . z0 = xk. This case is considered similarly as the case 1.

Case 3 . z0 6= x0, z0 6= xk.

Clearly, there is x̃ ∈ intV P0(x0, xk) such that z0 ∈ IH(x̃). Suppose that
α((z0, x̃)) = τ ′. Clearly, i′ 6= i′′.

Case 3a. τ ′ = i′.

Lemma 3, the equalities α(e1) = τ0, α((z0, x̃)) = i′, and the definition
of the path P (u0, x̃) imply that ∃j1 ∈ {1, 2} such that intcycj1 [(τ0, i

′), t] ⊆

α

[

⋃

x∈intV P (u0,x̃)

JH(x)

]

. Consider the edge ẽ ∈ TP0(x0, xk) with α(ẽ) = i′′. Assume:

ẽ = (x′, x′′). Without loss of generality we may assume that ρH(z0, x
′) < ρH(z0, x

′′).
It is not hard to check that TP (z0, x

′′) ⊆ TP0(x0, xk), therefore, by the choice of
τ0, we have τ0 6∈ α[TP (z0, x

′′)]. Lemma 2 implies that α[TP (z0, x
′′)] is a t-cyclic

interval.

Clearly, ∃j2 ∈ {1, 2} such that τ0 ∈ intcycj2((i
′, i′′), t), and, therefore,

intcycj2((i
′, i′′), t) * α[TP (z0, x

′′)].

This conclusion, the equalities α((z0, x̃)) = i′, α(ẽ) = i′′, and Lemma 3 imply
that intcyc3−j2 [(i

′, i′′), t] ⊆ α[TP (z0, x
′′)], hence

∣

∣α[TP (u0, x
′′)]
∣

∣ ≥ m0 + 1, which
contradicts the choice of P0.

Case 3b. τ ′ = i′′. This case is considered similarly as the case 3a with inter-
changing of the roles of i′ and i′′.

Case 3c. τ ′ 6∈ {i′, i′′}.

Lemma 3, the equalities α(e1) = τ0, α((z0, x̃)) = τ ′, and the definition
of the path P (u0, x̃) imply that ∃j1 ∈ {1, 2} such that intcycj1[(τ0, τ

′), t] ⊆

α

[

⋃

x∈intV P (u0,x̃)

JH(x)

]

. This implies that at least one of the following statements

is true:

1. i′ ∈ intcycj1[(τ0, τ
′), t],

2. i′′ ∈ intcycj1[(τ0, τ
′), t].

Without loss of generality let us assume that the statement 1) is true. Consider
the edge ẽ ∈ TP0(x0, xk) with α(ẽ) = i′′. Assume: ẽ = (x′, x′′). Without loss of
generality we may assume that ρH(z0, x

′) < ρH(z0, x
′′). It is not hard to check that



56 R.R.KAMALIAN

TP (z0, x
′′) ⊆ TP0(x0, xk), therefore, by the choice of τ0, we have τ0 6∈ α[TP (z0, x

′′)].
Lemma 2 implies that α[TP (z0, x

′′)] is a t-cyclic interval.
Clearly, ∃j2 ∈ {1, 2} such that τ0 ∈ intcycj2((τ

′, i′′), t), and, therefore,
intcycj2((τ

′, i′′), t) * α[TP (z0, x
′′)]. This conclusion, the equalities α((z0, x̃)) = τ ′,

α(ẽ) = i′′, and Lemma 3 imply that intcyc3−j2 [(τ
′, i′′), t] ⊆ α[TP (z0, x

′′)], hence
∣

∣α[TP (u0, x
′′)]
∣

∣ ≥ m0 + 1, which contradicts the choice of P0.

Corollary 2. If α is a cyclically-interval t-coloring of a tree H, where t ∈ Θ(H),
then there are vertices x′ ∈ V (H), x′′ ∈ V (H) such that t ≤ |TP (x′, x′′)|.

Proof. Since the inequality
∣

∣α[TP (x, y)]
∣

∣ ≤ |TP (x, y)| holds for arbitrary vertices
x ∈ V (H), y ∈ V (H), it is not difficult to notice that our statement follows from
Lemma 4.

Corollary 3. If α is a cyclically-interval Wcyc(H)-coloring of a tree H, then there
are vertices x′ ∈ V (H), x′′ ∈ V (H) such that Wcyc(H) ≤ |TP (x′, x′′)|.

Corollary 4. For any tree H, Wcyc(H) ≤ M(H).

Theorem 2. For any tree H, Wcyc(H) = M(H).

Proof follows from Corollaries 1 and 4.

Corollary 5. [22] Let H be an arbitrary tree. Then

1. H ∈ M,

2. wcyc(H) = ∆(H),

3. Wcyc(H) = M(H),

4. Θ(H) = [∆(H),M(H)].

Corollary 6. For an arbitrary tree H and any positive integer t, H ∈ Mt if and
only if H ∈ Nt.

Acknowledgment. The author thanks the anonymous reviewer for his useful
advices and suggestions.

References

[1] Asratian A. S. Investigation of some mathematical model of scheduling theory. Doctoral The-
sis, Moscow, 1980 (in Russian).

[2] Asratian A. S., Casselgren C. J. A sufficient condition for interval edge colorings of (4, 3)-
biregular bipartite graphs. Research report LiTH-MAT-R-2006-07, Linköping University, 2006.
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[4] Asratian A. S., Casselgren C. J. On interval edge colorings of (α, β)-biregular bipartite

graphs. Discrete Math., 2006, 307, 1951–1956.



ON CYCLICALLY-INTERVAL EDGE COLORINGS OF TREES 57

[5] Asratian A. S., Casselgren C. J. On path factors of (3, 4)-biregular bigraphs. Graphs and
Combinatorics, 2008, 24, 405–411.

[6] Asratian A. S., Casselgren C. J., Vandenbussche J., West D.B. Proper path-factors

and interval edge-coloring of (3, 4)-biregular bigraphs. J. Graph Theory, 2009, 61, 88–97.

[7] Asratian A. S., Denley T. M. J., Haggkvist R. Bipartite graphs and their applications.
Cambridge Tracts in Mathematics, 131, Cambridge University Press, 1998.

[8] Asratian A. S., Kamalian R. R. Interval colorings of edges of a multigraph. Appl. Math.,
1987, 5, Yerevan State University, 25–34 (in Russian).

[9] Asratian A. S., Kamalian R.R. Investigation on interval edge-colorings of graphs. J. Com-
bin. Theory Ser., 1994, B 62, 34–43.

[10] Bartholdi J. J., Orlin J. B., Ratliff H. D. Cyclic scheduling via integer programs with

circular ones. Operations Research, 1980, 28, 1074–1085.

[11] Casselgren C. J. A note on path factors of (3, 4)-biregular bipartite graphs. The Electron.
J. of Combinatorics, 2011, 18, P218.

[12] Dauscha W., Modrow H.D., Neumann A. On cyclic sequence type for constructing

cyclic schedules. Zeitschrift für Operations Research, 1985, 29, 1–30.

[13] Giaro K. The complexity of consecutive ∆-coloring of bipartite graphs: 4 is easy, 5 is hard.
Ars Combin., 1997, 47, 287–298.

[14] Giaro K. Compact task scheduling on dedicated processors with no waiting periods. PhD
thesis, Technical University of Gdansk, EIT faculty, Gdansk, 1999 (in Polish).

[15] Giaro K., Kubale M., Malafiejski M. On the deficiency of bipartite graphs. Discrete
Appl. Math., 1999, 94, 193–203.

[16] Hansen H. M. Scheduling with minimum waiting periods. Master’s Thesis, Odense University,
Odense, Denmark, 1992 (in Danish).

[17] Hanson D., Loten C. O. M., Toft B. On interval colorings of bi-regular bipartite graphs.
Ars Combin., 1998, 50, 23–32.

[18] Jensen T.R., Toft B. Graph Coloring Problems. Wiley Interscience Series in Discrete
Mathematics and Optimization, 1995.

[19] Kamalian R. R. Interval colorings of complete bipartite graphs and trees. Preprint of the
Computing Centre of the Academy of Sciences of Armenia, Yerevan, 1989 (in Russian).

[20] Kamalian R.R. Interval Edge Colorings of Graphs. Doctoral dissertation. The Institute of
Mathematics of the Siberian Branch of the Academy of Sciences of USSR, Novosibirsk, 1990
(in Russian).

[21] Kamalian R.R. On cyclically continuous edge colorings of simple cycles. Proceedings of the
CSIT Conference, Yerevan, 2007, 79–80 (in Russian).

[22] Kamalian R.R. On a number of colors in cyclically interval edge colorings of trees. Research
report LiTH-MAT-R-2010/09-SE, Linköping University, 2010.
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