BULETINUL ACADEMIEI DE STIINTE

A REPUBLICII MOLDOVA. MATEMATICA
Number 2(57), 2008, Pages 122-126

ISSN 1024-7696

Classification of Aff(2,R)-orbit’s dimensions for
quadratic differential system

N. Gherstega, V. Orlov

Abstract. Affine invariant conditions for Aff(2,R)—orbit’s dimensions are defined
for two-dimensional autonomous quadratic differential system.
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Consider two-dimensional quadratic differential system

dxd . . ;
d—:if = a’ +ala® + ajza®a? (ja,0=T12), (1)

where the coefficient tensor aié 518 symmetrical in lower indices in which the complete
convolution holds.

Consider also the group Aff(2,R) of affine transformations given by the equali-
ties:

#' = ax + B2 + Y, 27 =qal + 0?4 B2, A:det<‘;‘ f);ﬁo,

where o, 3,7, 9, h!, h? take real values.

Further will use the notations

1_ 2 _ 1 2 _ 1

a =a, a _b7 ay =¢ a2_d7 a; = ¢ a2_f> apn =9, a12_h7 (2)
1 2 2 1 2
Gy =k, aj; =1, ajo=m, ayp=n, z =z, z°=Yy

According to [1] and taking into consideration (2), the representation operators of
the group Aff(2,R) in the space of coefficients and variables of the system (1) will
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take the form

0 0 0 0 0 0 0 0

X = 9% 5 e "8 Thar Yo Mam
X2:yai—i-bag—keg—k(f—c)%—e%—kl(%—k
Hm —g) - (n—2h) 1 om
X3 = ;—Fa% d%—i—(e—f)a—l—dé%— h(%—k(%—k
) o 0 (3)
+(g —2m)8l (h—n )a_+ka
X5 — a%_aﬂ e%_zg 2’1@%—”%‘%%
XG:(% 2 g 2h§—2k%—m%—2n%.

The operators (3) form a six-dimensional Lie algebra [1]. Let a = (a,b,...,n) €
FE'2(@), where E'2(a) is the Euclidean space of the coefficients of the right-hand
sides of the system (1). Denote by a(q) the point from E'2(@) that corresponds to
the system, obtained from the system (1) with coefficients a by a transformation

q € Aff(2,R).

Definition 1. Call the set O(a) = {a(q)|q € Aff(2,R)} the Aff(2,R) — orbit of the
point a for the system (1).

It is known from [1] that
dimrO(a) = rankM, (4)

where M is the following matrix

a 0 0 d —e 0 —g 0 k -2 -m 0
b 0 e —c+f O —e I —g+m —2h+n 0 -l —2m
{0 a -d 0 c—f d -2h -k 0 g—2m h—n k
M=lg 5 0 —¢ ¢ 0o 0o -n —2k l 0 | ©
—c —e 29 —2h =21 -2m O 0 0 0 0 0
—d —f 2h =2k —-2m —-2n 0 0 0 0 0 0

constructed on coordinate vectors of operators (3). Denote by A m.n the mi-
nor of the 6th order of the matrix M;, constructed on columns i, j, k, I, m, n
(4,5, k,l,m,n € {1,...,12}).

For the system (1) from [2], [4] are known the following center-affine comitants
and invariants
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L =af, I, = aﬁa Is3=a aﬁqamqu Iy=a agqcﬂ el

(0%
I5—a°‘aﬁ T el I = a%.a

pq B pq T
v¢%ap aqaﬁs 756 e Ig—a a aésams €

a aq

pr
4
Iy = ay, aﬁqa:;s aoselle”™, Kg = a%‘a 27, Ky =a aaﬁx'y
P op®pPadchd _ B .~ aP 7 5
Ks=a apT e Kg = aaﬁ%sfﬂ 20 , K7 = am a,sT'x
_ P By — B8 a.b 3
K = aaamx 2V, Kig = aﬁa aéum *, Kiz3=a aéuaz T

vy aﬁ
Ki7 = a% d®_a) 2%2"z", Ko = aPale,,, Koz = aPal ,o%xPe
17 — IBV ary 5“ ] 21 — Pq> 23 — QIB rq-

According to [3], write a transvectant of index k for binary forms f and ¢ as

follows N
k k
(k) _ YL o f o
o =20 () g e )

According to [4], the transvectant (7) on two comitants of the system (1) is a comi-
tant (invariant) of this system too.
For the system (1) from [4] will use the following transvectants

= (C7 K)(2)7 Tie = (Cv D)(1)7 (8)

where C = K5, D = 1K1 Ko+ Ko K3 — KoKy + 517 K5 — 51, K5 — [1 K11 — 2K 7 Koy +
AKcKn — 2K7Ky, K = 3(K? — Kr).

Denote by a(7) the point from the space £'2(a), that corresponds to the system ,
obtained from the system (1) with coefficients a by the transformation of translation
T:x=2Z+xo, y=71-+yo. Itisevident a(r) = a(zo,yo). According to [6], if I(a) is
the center-affine invariant of the system (1), then the polynomial

K(a,z,y) = 1(a(x0,Y0))|{zo=2,y0=y}

is a affine comitant of this system. Then considering (6), we construct the following
affine comitants:

Afia, z,y) = Li(a(zo, yo)) {zo=zyo=y}y (i = 3,4,5). 9)
Lemma 1. For 8 # 0, the rang of matrix My is equal to siz, where
6 =271 — Iy — 1817 (10)
and Ig, Iy, I7 are from (6).

Proof. We suppose the contrary § # 0, and all minors of the sixth order of the
matrix M; are zero. We observe that ( is the discriminant of the cubic form Kj5. It
is known [2] that for 3 # 0 there exists a linear transformation of the system (1).
Such that the comitant K5 from (6) evaluated for the transformed system takes the
form:
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Ks=z(@®+6y%), 0=+1,1=-1,k=0, g=2m, n=2h—-0). (11
In case of (10) we obtain Az 475910 = —166h* = 0, § # 0, this implies h = 0.

Taking into consideration h = 0, we obtain Az 7911,12 = —166*m? = 0, this implies
m = 0. Taking into consideration m = 0, we obtain Asg91011,12 = 85* # 0. We
obtain a contradiction. Lemma 1 is proved. [l

Lemma 2. For K5 #0, § =0, the rang of matriz My is equal to six if and only if

AfZ + T2 + Ti + Kom? # 0, (12)
where

Kom = 1 K}(2KiKy — 2KyKg — K1 K1) — 2K} (Ko Ky + 2K7 Ko )+

13
+AK K2 Koy + K22K Ky + KoK 13 + 2K03(Kg + K7)| — 4K2 Kos, (13)

and IlyKlaK27K47K57K67K77K117K127K137K167K177K217K23 arefrom (6)) T57T16
are from (8), B is from (9), Afs is affine comitant of the system (1).

Proof. 1t is known from [2] that for K5 # 0 and § = 0 there exists such affine
transformation exists that the comitant K5 will take the form:

Ks=2*(xz+40dy), 6=0,1; l=—1,k=0, g=2m+46, n=2h). (14)

Let (12) be not true. It is easy to verify that in case (14) T5 = 8h28y + 8h(3h —
2mé — %)z, from Ty = 0 we have h = 0. Taking into consideration h = 0 in the case
(14), we obtain Afs = —d(6? + 4md + 5m?). From Afs = 0 it follows

d[s + (1 —6)ym] =0, (6 =0,1) (15)

In the case § = 1 from (15) we obtain d = 0, Tig = 6m(cf +ef — f% —2am — 2bm)z*,
and Kom is the CT comitant [5], Kom = (1+3m)3(cf +ef — f? — 2am — 2bm)x5.
It is evident if T74 = Kom = 0, we obtain:

h=d=cf+ef — f*—2am—2bm =0. (16)

In the case when § = 0 from (15) we obtain: m = 0, Kom = 0, Ty = 6dfz* —
6d%z3y or d =0, Kom = 2Tm>(cf — f? — 2am)a®, Tig = 6m(cf — f? — 2am)z*. It
is evident if Ti¢ = Kom = 0 it follows:

h=d=m(cf— f*—2am) = 0. (17)

It is easy to verify that in cases (16), (17) all 6'* order minors of the matrix M are
equal to zero. The necessity of Lemma 2 is proved.

Prove the sufficiency. In the case when (14) holds for § = 1 we obtain:
Agazsiii2 = —8ht, for h =0 Ay 346711 = 2d°(1 + 3m)?, Ayse10,11,12 = —8dm?;
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for h = d =0 Agsgi01112 = 4m3(cf +ef — f2 — 2am — 2bm), Ags571011 =
2(1 4 2m)(1 + 3m)(cf +ef — f2 — 2am — 2bm).

In the case when (14) holds for § = 0 we obtain: Az 4781011 = —24h*, for h =0
A173747677711 = 18d3m2; for h =m = O, A173747577710 = 2d3. Ifh=d= O, we obtain
As 3571011 = 12m%(cf — f? — 2am). Lemma 2 is proved. O

Lemma 3. For K5 = 0, the rang of matriz My is equal to siz if and only if
Afy(Afy — Afs) #£0, where Afs, Afy are affine comitants of the system (1).

Proof. For K5 = 0, according to (2), (6) (Il = k=0, g = 2m, n = 2h) we obtain
that Afy(Afs — Afs) = 27(eh® + chm + fhm — dm?)?, and all 6" order minors of
the matrix M consist of the factor expession eh? 4+ chm — fhm — dm?. Taking into
consideration the above mentioned proof of the Lemma 3 follows. O

From Lemmas 1,2,3 follows:

Theorem. The dimension of Aff(2,R)-orbit of the system (1) is equal to siz if
and only if
B #0,0r
B =0, Ks(Af§ + T3 + Tjs + Kom?) # 0, or
B=0, K5 =0, Afs(Afs—Af3) #0,
where Ky from (6), Ts,T1¢ from (8), B from (9), Kom from (13), Afs, Afs, Afs
from (9) are affine comitants of the system (1).

The authors tender thank Professor N.I. Vulpe for help and effective discussion
of the results of the paper.
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