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A REPUBLICII MOLDOVA. MATEMATICA
Number 2(57), 2008, Pages 118–121
ISSN 1024–7696

On numerical algorithms for solving multidimensional

analogs of the Kendall functional equation∗

Gheorghe Mishkoy, Olga Benderschi, Silvia Giordano, Andrei Iu. Bejan

Abstract. The numerical algorithms for solution of multidimensional analogs of the
Kendall (Kendall-Takacs) equation, including effective fast algorithm are discussed.
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The mathematical models of Queueing Systems, in particular Priority Systems,
play an important role in the analysis, modelling and design of various modern
networks and their components (Vishnevskii 2003 [1]). Thus, Priority models with
switchover time represent a special class of Polling Systems and are widely used
in broadband WLAN (Wireless Local Area Networks) (Vishnevskii and Semenova
2007 [2]). However, the obtained theoretical results for mentioned systems have
a rather complicated mathematical structure. For example, the presented below
multidimensional analogs of the famous Kendall equation represent a system of
r recurrent functional equations expressed in terms of Laplace-Stieltjes transform
(LST) which has no exact analytical solution. Besides that, this system is involved
in the core of many important characteristics of the evolution of priority system,
such as traffic intensity, probabilities of states, etc. In what follows we discuss some
numerical algorithms of the solution of mentioned recurrent functional equation.

Let us consider the queueing systems M |G|1 with an exhaustive service. Denote
by λ the parameter of input Poisson flow, by B(x) = P{B < x} the distribution

function of service, by β(s) =
∞∫

0

e−sxdB(x) and by β1 =
∞∫

0

xdB(x) its LST and first

moment, respectively. Denote by Π(x) the distribution function of the busy period,
by π(s) and π1 the LST of Π(x) and its first moment, respectively.

The following result is known as Kendall (Kendall-Takacs) functional equation.

The LST of the busy period is determined in the unique way from the functional

equation

π(s) = β(s + λ − λπ(s)). (1)

If λβ1 < 1, then

π1 =
β1

1 − λβ1
. (2)
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Formulae (1) and (2) are referred to in most standard textbooks on Queueing Theory
(see, for example Gnedenko 2005 [3], Takagi 1991 [4]).

Let us consider the queueing system Mr|Gr|1 with r priority classes of messages.
The moments of i-messages’ appearance represent a Poisson flow with parameter λi

and the service times are random variables with the distribution functions Bi(x),
i = 1, . . . , r. The priority classes are numbered in the decreasing order of priorities,
namely, it is assumed that i-messages have a higher priority than j-messages if
1 ≤ i, j ≤ r. It is also assumed that the server needs some time Cij to switch the
service process from the queue i to queue j. The length of the ij – switching Cij is
considered to be a random variable with the distribution function Cij(t), 1 ≤ i, j ≤ r,
i 6= j.

Also suppose that the switching Cij depends only on index j, Cij = Cj . The strat-
egy in the free state is considered “reset”. Denote by Πk(x) the distribution function
of the busy period with the messages of the priority not less than k, σk = λ1+. . .+λk,
σ = σr, σ0 = 0, βi(s), cj(s), π(s), . . ., πk(s) are the LST of the distribution func-
tions Bi(x), Cj(x), Π(x),. . . , Πk(x), respectively. More details regarding the priority
queueing systems with switchover times are presented in Mishkoy 2007 [5], Mishkoy
et al. 2008 [6].

In what follows we suppose that the interrupted switching and interrupted service
of message will be continued from the time point it was interrupted at. As it is
shown in previous studies (see for example Mishkoy et. al 2008 [6]) busy periods
distribution and traffic intensity can be determined solving the following recurrent
system of functional equations:

πk(s) =
σk−1

σk

πk−1(s + λk) +
σk−1

σk

(πk−1(s + λk[1 − πkk(s)])−

−πk−1(s + λk))νk(s + λk[1 − πkk(s)])+

+
λk

σk

νk(s + λk[1 − πkk(s)])πkk(s), (3)

πkk(s) = hk(s + λk[1 − πkk(s)]), (4)

νk(s) = ck(s + σk−1[1 − πk−1(s)]), (5)

hk(s) = βk(s + σk−1[1 − πk−1(s)νk(s)]). (6)

The system of functional equations presented above can be viewed as the gen-
eralization of the Kendall-Takacs equation (1). Namely, in Mishkoy 2007 [5] it is
shown that for Cj = 0 and the number of priority classes r = 1, equation (1) follows
from the mentioned system.

Note that equation (4) appear as a key equation of mentioned system of recurrent
functional equations. Namely, to obtain πk(s), hk(s), νk(s) it is necessary to solve
the functional equation (4) first. The numerical algorithms for solving (4) can be
elaborated using the classical scheme of successive approximation (see for example
Gnedenko et al. 1973 [7]):
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. . .

π
(0)
kk (s∗) := 0; n := 1;

Repeat

π
(n)
kk (s∗) := hk(s

∗ + λk − λkπ
(n−1)
kk );

inc(n);

Until |π
(n)
kk

(s∗) − π
(n−1)
kk

(s∗)| < ε;

πkk(s
∗) := π

(n)
kk (s∗)

. . .

or using the improved algorithms elaborated in Bejan 2006 [8]:
. . .

π
(n)
kk

(0) := 0; π
(n)
kk

(0) = 1;
Repeat

π
(n)
kk (s∗) = hk(s

∗ + λk − λkπ
(n−1)
kk (s∗));

π
(n)
kk

(s∗) = hk(s
∗ + λk − λkπ

(n−1)
kk

(s∗));
inc(n);

Until
|π

(n)
kk

(s∗)−π
(n−1)
kk

(s∗)|
2 < ε;

πkk(s
∗) :=

π
(n)
kk

(s∗)+π
(n−1)
kk

(s∗)
2 ;

. . .

Unfortunately the procedure based on such type of algorithms is consuming
very much time especially for large r (r ≥ 10). A new effective algorithm for
evaluation the characteristics can be elaborated using the method elaborated in
Mishkoy, Grama 1994 [9] based on the binary tree data structure. The main idea of
this procedure is to solve the system of equations for fixed r and s with respect to
the collection of the unknown values πkk(s(k, j)), were k = r, . . . , 1, j = 1, . . . , 2r−k.
To this end we define an iteration process each iteration m of which represents a
recurrent procedure constructed by means of the binary tree in the following manner:

σkπk(s(k, j)(m)) = σk−1πk−1(s(k − 1, 2j − 1)(m))+

+σk−1{πk−1(s(k − 1, 2j)(m)) − πk−1(s(k − 1, 2j − 1)(m))}×

×νk(s(k − 1, 2j)(m)) + λkνk(s(k − 1, 2j)(m))π
(m)
kk (s(k, j)(m)),

π
(m)
kk

s(k, j)(m) = hk−1(s(k − 1, 2j)(m)), s(r, 1)(m) = s,

s(k − 1, 2j − 1)(m) = sk1(s(k, j)(m)), s(k − 1, 2j)(m) = sk2(s(k, j)(m)),

where k = r, . . . , 1, j = 1, . . . , 2r−k, ski(s(k, j)(m−1)), i = 1, 2, are determined by

sk1(s) = s + λk, sk2(s) = s + λk(1 − πkk(s)) with π
(m−1)
kk (s(k, j)(m−1)) instead of

πkk(s) and νk(s), hk(s), are determined by (5), (6), m = 1, 2, . . ., the initial values

for π
(0)
kk (s(k, j)(0)), k = r, . . . , 1, j = 1, . . . , 2j , may be taken arbitrary in the interval

[0,1].
The iteration process may be easily performed by the computer and turns out

to provide very rapid calculations for the above mentioned characteristics even for
enough large value of k.
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