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Cores of Bol loops and symmetric groupoids ∗

A. Vanžurová

Abstract. The notion of a core was originally invented by R.H. Bruck for Moufang
loops, [3], and the construction was generalized by V.D. Belousov for quasigroups
in [2] (we will discuss 1-cores here). It is well known that cores of left Bol loops,
particularly cores of Moufang loops, or groups, are left distributive, left symmetric,
and idempotent, [2]. Among others, our aim is to clarify the relationship between cores
and the variety of left symmetric left distributive idempotet groupoids, SID, or its
medial subvariety, SIE, respectively. The class of cores of left Bol loops is not closed
under subalgebras, therefore is no variety (even no quasivariety), and we can ask what
variety is generated by cores: the class of left Bol loop cores (even the class of group
cores) generates the variety of left distributive left symmetric idempotent groupoids,
while cores of abelian groups generate the variety of idempotent left symmetric medial
groupoids.
It seems that the variety SID of left distributive left symmetric idempotent groupoids
(”symmetric groupoids”) aroused attention especially in connection with symmetric
spaces in 70’ and 80’ [15, 16, 18, 19] and the interest continues. Recently, it was
treated in [8, 26, 27], and also in [29], from the view-point of hypersubstitutions. The
right symmetric idempotent and medial case was investigated e.g. in [1, 21–24].

Mathematics subject classification: 20N05.

Keywords and phrases: Groupoid, variety of algebras, quasigroup, loop, Bol
identity, core.

1 Preliminaries

We use the standard notation of universal algebra here, [5–7]. Tτ (X) denotes the
set of all terms of a type τ over a non-empty set X. An algebra with the carrier set
A and the sequence F = (fi)i∈I of operation symbols is denoted by A = (A;F ). The
fundamental operation corresponding to the operation symbol fi in the algebra A is
denoted by fi

A. If A = (A;F ) is an algebra and F̃ = (fi)i∈Ĩ , Ĩ ⊂ I a subsequence of

the sequence F of operation symbols then Ã = (A; F̃ ) is called a reduct of A, [20].

If the class V of algebras is defined by identities, i.e. is a variety of algebras (equi-
valently speaking, is closed under homomorphic images of subalgebras of products),
[6], let us denote it by V , and denote Id V the set of all identities valid in V . If Σ
is the defining set of identities of the variety V we write V = Mod(Σ) (Mod means
”models”).

More generally, a class of algebras closed under subalgebras and products is
called a quasivariety.

c© A. Vanžurová, 2005
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2 Symmetric groupoids

2.1 Some identities in groupoids. Under left (right) cancellation we under-
stand the quasi-identity (Cl) : xy = xy′ ⇒ y = y′ (or (Cr) : xy = x′y ⇒ x = x′,
respectively). We will pay attention to the following identities:

(Sl) x · (x · y) = y (left symmetry);
(Sl) x · (y · z) = (x · y) · (x · z) (left self-distributivity);
(I) x · x = x (idempotency);
(E) (x · y) · (z · u) = (x · z) · (y · u) (mediality, or entropy).

Note that the identity (Sl) is also called left keyes identity [10]. Consider the
variety of left symmetric groupoids S = Mod(Sl). Analogously, right symmetric
groupoids are introduced by the mirror identity (Sr): (y · x) · x = y and form a
variety RS = Mod(Sr). Evidently, due to the mirror symmetry of both theories, it
is sufficient to investigate one of them, we prefer the left one.

Any left symmetric groupoid A = (A; ·) ∈ S is left cancellative, and left trans-
lations La : x 7→ ax, a, x ∈ A, are permutations of the underlying set. A groupoid
is left symmetric if and only if every left translation is an involutive permutation.
Any left translation may be decomposed into disjoint cycles of length at most two.
Moreover, the algebra (A; ·, ·) is a left quasigroup (indeed, if c = a · b then b = a · c
for a, b, c ∈ A, another speaking, u = a · b is a unique solution in A of the equation
a · u = b with a, b ∈ A). Analogously for right translations in the right symmetric
case.

A groupoid (A; ·) is idempotent iff each singleton {a} is a subalgebra. A product
of n copies of a ∈ A is again a, independently of the placement of brackets. Not
much can be proved about I = Mod(I), but idempotency combined with further
identities leads to more interesting structures.

Medial idempotent groupoids are distributive (i.e. left and right distributive).
Mediality of a groupoid (A; ·) means that the basic operation yields a homomor-

phism (a, b) 7→ ab, (A2; ·) → (A; ·). The following consequence of mediality might
be of some interest: the set of endomorphisms of a medial groupoid is closed under
multiplication (which is not the case for groupoids in general):

Lemma 2.1. Let A = (A; ·) be a medial groupoid, and End(A) the set of its
endomorphisms. Given ϕ, ψ ∈ End(A), define (ϕ · ψ)(x) := ϕ(x) · ψ(x). Then
ϕ · ψ ∈ End(A).

Proof. In fact, given A medial, ϕ, ψ ∈ End(A) and a, b ∈ A we calculate
(ϕ·ψ)(a·b) = ϕ(a·b)·ψ(a·b) = (ϕ(a)·ϕ(b))·(ψ(a)·ψ(b)) = (ϕ(a)·ψ(a))·(ϕ(b)·ψ(b)) =
((ϕ · ψ)(a)) · ((ϕ · ψ)(b)). �

Let us consider SI = Mod({(Sl), (I)}), i.e. groupoids which are both idempotent
and left symmetric. In SI the following holds: xn · ym = x · y for n,m ∈ N,

x · (x · (· · · · (x · y) . . . ))
︸ ︷︷ ︸

k-times

= y for k even, x · (x · (· · · · (x · y) . . . ))
︸ ︷︷ ︸

k-times

= x ·y for k odd,

xm · (xn · y) = x · y for k even, xm · (xn · y) = y for k odd.
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In the variety of left distributive groupoids D = Mod({(Dl)}), the identities
x(yx) = (xy)(xx), x(xy) = (xx)(xy) and x(xx) = (xx)(xx) hold. In SD =
Mod({(Sl), (Dl)}), the identities x(yz) = (x(y(xz)), x(xy·xz) = yz, y(yx·z) = x(yz)
and y(yx · y) = x(yy) are satisfied. Quasigroups belonging to SD are sometimes
called reflection quasigroups [10] or left-sided quasigroups.

Left distributive quasigroups are idempotent:

Lemma 2.2. Let (A; ·, \, /) be a quasigroup1 such that the groupoid (A; ·) is left
distributive. Then

(i) (A; ·) is idempotent,

(ii) for any a ∈ A, if a · b = b then b = a.

Proof. Let a, b ∈ A. Then b · a =
(Dl)

b · (b · (b\a)) =
(Dl)

(b · b) · (b · (b\a)) = (b · b) · a,

and we use (Cr). Cancelling a, we obtain b · b = b, i.e. (i) holds, and (ii) is a
consequence. �

In algebra and geometry, examples of algeras belonging to the variety SID =
Mod({(Sl), (I), (Dl)}) of left symmetric left self-distributive idempotent groupoids
arise in a natural way. E.g. let us mention cores of left Bol loops, particularly of
Moufang loops and groups. Another famous class of (infinite) examples comes from
differential geometry, [12]: a symmetric space is in fact an SID-groupoid defined on
a smooth manifold such that the binary operation is a smooth map (with respect
to the manifold structure), and a certain local condition is satisfied. If we accept
only topological structure we can say that a symmetric space (A; ∗,T ) is a groupoid
(A; ∗) ∈ SID together with a topology T on A such that the binary operation ∗ is
continuous and satisfies: each a ∈ A has a neighborhood U ⊂ A such that for all
u ∈ U , if a ∗ u = u then u = a.

SID-groupoids, or their mirrors, right distributive right symmetric idempotent
groupoids (forming the variety RSID), are known and studied under various names.
They were introduced by M. Takasaki in [29] as kei, investigated as symmetric
groupoids in [15, 16], they were also called symmetric sets in the finite case, [18] etc.
They can be described even in the terminology of quandles (structures with two
binary operations, which were used as classifying invariants for knots, [9]): RSID
may be regarded equivalent with the variety of the so called involutory quandles.

For the sake of brevity, x1x2 . . . xn−1xn stands for x1(x2 . . . (xn−1xn) . . . ), n ≥ 2;
such products will be called right associated).

Lemma 2.3. In SID, the following identities hold:

(i) (xy)z = x(y(xz)),

(ii) (y1y2 . . . ym−1ym) · z = y1y2 . . . ym−1ymym−1 . . . y2y1z,

(iii) (xy)x = x(yx).

Proof. First, x(y(xz)) = (xy)(x(xz)) = (xy)z by left distributivity and left sym-
metry. To prove (ii) we either use (i) (m − 1)-times, or go by induction on m: for

1For the terminology from the theory of quasigroups and loops, e.g. [2, 17].
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m = 2, the formula follows from (i). Assume that (ii) holds for a natural number
m ≥ 2. Then by (i) and the induction assumption

(y1y2 . . . ymym+1) · z = (y1[y2 . . . ymym+1]) · z =

= y1([y2 . . . ymym+1](y1z)) = y1(y2(. . . (ym(ym+1(ym(. . . (y2(y1z) . . . ).

Hence the statement holds for m + 1, and therefore for all m ≥ 2. (iii) is a conse-
quence. �

It was noted that group cores are not the only natural examples of SID-groupoids
arising from groups. Given a group G and an involutory automorphism f ∈ Aut(G)
of the group G, the carrier set G along with the binary operation (a, b) 7→ a⋄fb :=
af(a−1b) is an SID-groupoid (G; ⋄f ). If for all x from G, xf(x) is in the center
Z(G) for an involutory automorphism f ∈ Aut(G) of the group G then (G; ⋆f ) is
also an SID-groupoid where a⋆fb = af(ba−1). The medial case will be discussed
separately.

3 Cores of left Bol loops

3.1 Bol loops and cores. Originally, cores were introduced by R.H. Bruck in
connection with invariants of isotopism classes of Moufang loops (isotopic Moufang
loops have isomorphic cores [3, p. 120–121]). A more general definition was created
by V.D. Belousov [2, p. 157]: a (left) core (in Russian, 1-serdcevina) of a loop
Q = (Q; ·, \, /, ⌉) is a groupoid Core(Q) := (Q; ◦) with

(a, b) 7→ a ◦ b := a(b\a). (3.1)

Under a left Bol loop we usually understand a loop (i.e. a quasigroup with identity
element) which satisfies

(Bl) x(y(xz)) = (x(yx))z (left Bol identity).
Alternatively, the variety of left Bol loops may be introduced also in type (2, 1, 0)

and signature (·,−1, e), e.g. as

B = Mod({xe = ex = x, (x−1)−1 = x, x−1(xy) = y, (Bl)}).

For a left Bol loop B = (Q; ·,−∞, ⌉) ∈ B, the core operation takes the form
a ◦ b := a · (b−1 · a), a, b ∈ Q. Particularly, for Moufang loops (including groups),
a ◦ b = ab−1a (brackets are not necessary since each pair of elements generates
a subgroup). For commutative groups, the core operation is more famous in the
notation a ◦ b = 2a− b.

3.2 Cores as examples of symmetric groupoids. A core Core(B) = (Q; ◦)
of a Bol loop satisfies the identities (Sl), (Dl) and (I). The proof given by V.D. Be-
lousov in [2, p. 211–215] is based on geometrical considerations, namely on evaluation
of coordinates of points and lines in the corresponding Bol net. Let us give here a
purely algebraic proof of the statement2.

2Another proof is given in [14, p. 102].
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Proposition 3.1. The core Core(B) of a Bol loop B ∈ B satisfies:

[a ◦ b]−1 = a−1 ◦ b−1 for a, b ∈ Q (automorphic inverse property),

[an ◦ an−1 ◦ · · · ◦ a2 ◦ a1]
−1 = a−1

n ◦ a−1
n−1 ◦ · · · ◦ a

−1
2 ◦ a−1

1 , n ≥ 2.

Proof. Using (Bl), (x−1)−1 = x, and left inverse property we get a−1 ◦ b−1 =

a−1((b−1)
−1
a−1) = a−1(ba−1), and (a ◦ b) · (a−1 ◦ b−1) = (a(b−1a)) · (a−1(ba−1)) = e.

Hence the second formula holds for n = 2. Suppose it holds for a fixed natural
number n ≥ 2. Then [an+1 ◦ (an ◦ an−1 ◦ · · · ◦ a2 ◦ a1)]

−1 = a−1
n+1 ◦ [a−1

n ◦ a−1
n−1 ◦ · · · ◦

a−1
2 ◦ a−1

1 ] as claimed. �

Proposition 3.2. For any left Bol loop B ∈ B, the core Core(B) belongs to the
variety SID.

Proof. Let (Q; ◦) be a core of a Bol loop and a, b, c ∈ Q. Then a ◦ a = a(a−1a) =
a · e = a, and (I) holds. Further,

a ◦ (a ◦ b) = a ◦
(
a(b−1a)

)
= a

(
[a(b−1a)]−1a

)
= a

(
(a−1(ba−1)) · a

)
=

(Bl)

=
(Bl)

a ·
(
a−1[b(a−1a)]

)
= a(a−1b) = b

which proves (Sl). To prove (Dl) we can either use the fact that [x(y−1x)]−1 =
x−1(yx−1) is satisfied in B,

a ◦ (b ◦ c) = a ◦ (b ◦ (a ◦ (a ◦ c))) = a
(
[b ◦ (a ◦ (a ◦ c))]−1a

)
=

= a
([
b ◦ (a((a ◦ c)−1a))

]−1
a
)

= a
([
b([a((a ◦ c)−1a)]−1b)

]−1
a
)

=

= a
([
b−1([a((a ◦ c)−1a)]b−1)

]
a
)

=
(Bl)

a
(
b−1([a((a ◦ c)−1a)](b−1a))

)
=

= a
(
b−1[a((a ◦ c)−1 · (a(b−1a)))]

)
= (a ◦ b) ·

(
(a ◦ c)−1 · (a ◦ b)

)
= (a ◦ b) ◦ (a ◦ c),

another way is to apply Proposition 3.1. �

Cores of differentiable loops are studied in [14] and in [13, p. 299–307].

3.3 Cores of groups, normal forms for terms. The subclass constituted
in SID by all cores of groups is no variety, even no quasivariety. The reason is
that it is not closed under subgroupoids: in cores of groups there might exist SID-
subgroupoids which do not arise as cores of subgroups (consequently, the same for
the class of cores of Moufang loops, or cores of Bol loops, respectively). E.g. in the
non-entropic SID-groupoid Core(S3) there is a non-entropic subgroupoid of order
four which is neither a group core nor a Bol loop core:

Example 3.1. The first non-commutative group is the symmetric group S3, the
permutation group of the three-element set. Let us denote Π1 = id, Π2 = (2, 3),
Π3 = (1, 2, 3), Π4 = (1, 2), Π5 = (1, 3), Π6 = (1, 3, 2). Under the isomorphism
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Πk 7→ k, Core(S3) is isomorphic with a groupoid on a six-element set A = {1, . . . , 6}
endowed with a binary operation ”◦” defined by a multiplication table the rows
of which (=left translations in the core Core(S3) = (A, ◦)) are given as follows:
L1 = (3, 6), L2 = (4, 5), L3 = (1, 6), L4 = (2, 5), L5 = (2, 4), L6 = (1, 3) (cycles
of length two). Mediality does not hold in the core of S3. In fact, there exists a
four-element subgroupoid with the carrier set B = {2, 3, 4, 5} which is not medial
since (3◦4)◦ (2◦5) = 4 while (3◦2)◦ (4◦5) = 2. (B, ◦) cannot be a core of a group.
Indeed, up to isomorphism, there are only two groups of order four, the cyclic group
Z4 and the direct product Z2⊕Z2, [M. Hall Jr., The Theory of Groups, 1959]. Both
are abelian, therefore must have medial cores.

But (B, ◦) cannot be a core of a Bol loop, either. By R.P. Burn, [4], any Bol
loop of order 2p and p2, p prime, is necessarily a group.

We can ask for the variety generated by cores. Let CG = 〈{Core(G)|G ∈ G}〉
denote the subvariety generated by the set of group cores in the variety SID. Simi-
larly, we might assume the subvariety CM generated by cores of Moufang loops, or
CB generated by cores of left Bol loops, respectively, and the corresponding chain
of subvarieties, but it appears that it is quite sufficient to consider group cores only.

Lemma 3.1. The varieties SID and CG are identical (and consequently coincide
also with CB, CM).

This fact apperas already in [15, 4.12]. The statement follows e.g. from the result
of [26, 27]: SID is generated by cores of groups. As a (weaker) consequence, SID
is generated by cores of left Bol loops. The explanation is as follows. With respect
to the variety SID, any term t ∈ T(2)(X) is equivalent to a (right associated) term
of the form

w = x1x2 . . . zn−1xn, zi+1 6= xi, i = 1, . . . , n− 1, x1, . . . , xn ∈ X. (3.2)

The proof goes on induction on complexity of terms: for a variable t ≡ x ∈ X, the
statement is trivial. Let t = t1t2 be a composed term, and let t1 = y1y2 . . . ym−1ym,
t2 = z1 . . . zk are of the form (3.2). The identity (ii) from Lemma 2.3 gives

t1 · t2 = y1y2 . . . ym−1ymym−1 . . . y2y1t2,

and if y1 6= z1 we are done. If y1 = z1 we may use left symmetry repeatedly to get
rid of equal subsequent couples of variables with exception of the last two places. If
the last two variables are equal then one of them can be skipped according to (I).
We obtain the desired form.

Now we would like to check that (3.2) are normal forms for terms. It remains to
show that for each term t ∈ T(2)(X), a term w of the form (3.2) equivalent to t in
SID is uniquely determined. The proof is rather standard. Let Z = {z1, z2, . . . } be a
(fixed) countable infinite set. In the core Core(FB(Z)) = (T(2,1,0)(Z)/IdB; ◦) of the
free Bol loop FB(Z) = (T(2,1,0)(Z)/IdB; ·,−1, e) freely generated by the alphabet Z
(or particularly, in the core of the free group), the following formula holds for n ≥ 2:

zn ◦ zn−1 ◦ · · · ◦ z2 ◦ z1 = znz
−1
n−1 . . . z

ǫ2
2 z

ǫ1
1 z

ǫ2
2 . . . z−1

n−1zn, ǫi = (−1)n−i. (3.3)
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For n = 2, the formula holds by definition of ◦. We proceed by induction on
n. Let (3.3) be satisfied for a fixed natural number n ≥ 2. Let us evaluate z =
zn+1 ◦ (zn ◦ (zn−1 ◦ (. . . (z2 ◦ z1) . . . )) for z1,. . . , zn+1 ∈ Z. We obtain

z = zn+1 · ([zn ◦ (zn−1 ◦ · · · ◦ z2 ◦ z1)]
−1 · zn+1]) =

= zn+1 · ([z
−1
n ◦ z−1

n−1 ◦ · · · ◦ z
−1
2 ◦ z−1

1 ] · zn+1) =

= zn+1 · z
−1
n · zn−1 · · · · · z

−ǫ2
2 · z−ǫ1

1 · z−ǫ2
2 . . . zn−1 · z

−1
n · zn+1.

Hence the power of zi is now −ǫi = (−1)n+1−i.

In the SID-groupoid Core(FB(Z)), let us consider the subgroupoid Z generated
by the set Z. Let us identify term variables z1, z2, . . . from the alphabet Z with
elements of the basis Z of Z. Keeping the above notation we prove that words of
the form (3.2) must be pairwise non-equivalent.

Let w, w′ be a couple of different terms in the standard form (3.2). Then wZ ,
w′Z are different term functions of the groupoid Z. Indeed, let z1, . . . , zn ∈ Z
with zi+1 6= zi for i = 1, . . . , n − 1, and apply the term function wZ . We obtain
wZ(z1, . . . , zn) = znz

−1
n−1 . . . z

ǫi

i . . . z
ǫ2
2 z

ǫ1
1 z

ǫ2
2 . . . z−1

n−1zn, ǫi = (−1)n−i. Clearly, the
last expression cannot be reduced by means of Bol loop identities IdB (or by group
identities IdG, either) since the subsequent variables are different.

That is why two different terms of the form (3.2) yield different term functions
in the algebra Z ∈ SID. Hence elements of the free SID-groupoid FSID(Z) =
(T(2)(Z)/IdSID, juxtaposition) freely generated by our set Z can be presented ex-
actly as words of the form (3.2) which proves

Lemma 3.2. For each term t of the free SID-groupoid FSID(X), X 6= ∅, there
exists a unique right associated term w of the form (3.2) which is equivalent to t
in SID.

Let us call w the normal form of t in SID and write NF (t) := w.

Keeping convention about omitting brackets let us introduce a mapping L :
FSID(Z) → Z as follows. For any equivalence class [w] where w ∈ T(2)(X) with
NF (w) = z1z2 . . . zn−1zn define L([w]) := z1 ◦ z2 ◦ · · · ◦ zn−1 ◦ zn.

Lemma 3.3. The mapping L : FSID(Z) → Z, L([z1(z2(. . . (zn−1zn) . . . ))]) =
z1 ◦ (z2 ◦ (· · · ◦ (zn−1 ◦ zn) . . . )) is an isomorphism of groupoids.

Proof. We have proven already that two different terms of the form (3.2) (re-
presentants of different classes) are mapped onto different elements in the algebra
Z. So L is injective. L is also surjective since according to Lemma 2.3 (ii), each
element of Z can be written in a (reduced) right associated form z1 ◦ · · · ◦ zn, and
hence considered as an image of a word from the free algebra. Let us verify that
L([ts]) = L([t]) ◦ L([s]) holds. In fact, let t = x1 . . . xn, s = y1 . . . ym be terms
from T(2)(X) written in normal form (3.2). Then L([t]) = x1 ◦ x2 ◦ · · · ◦ xn−1 ◦ xn,
L([s]) = y1 ◦ y2 ◦ · · · ◦ ym−1 ◦ ym, NF ([ts]) = x1 . . . xn . . . x1y1 . . . ym, L([ts]) =
L([NF (ts)]) = x1 ◦ · · · ◦xn ◦ · · · ◦x1 ◦y1 ◦ · · · ◦ym. Finally, again by (ii) from Lemma
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2.3, L([t])◦L([s]) = (x1 ◦ · · · ◦xn)◦ (y1 ◦ · · · ◦ym) = x1 ◦ · · · ◦xn ◦ · · · ◦x1 ◦y1 ◦ · · · ◦ym,
and L is a homomorphism. �

Consequently, due to isomorphism, FSID(Z), Z ∈ CG and Z ∈ CB are free
infinitely generated algebras in SID. Hence we obtain

Corollary 3.1. The varieties CB, CG and SID are equivalent.

Remark 3.1. In the core Core(FCML(Z)) of the free commutative Moufang loop
FCML(Z) over Z,

zn ◦ zn−1 ◦ · · · ◦ z2 ◦ z1 = z2
nz

−2
n−1 . . . z

2ǫ2
2 zǫ1

1 , ǫi = (−1)n−i (3.4)

holds for n ≥ 2 (the same formula is satisfied for commutative groups). In fact, we
can write (using flexibility, left alternative law and (Bl))

zn((z−1
n−1([. . . [z

ǫ2
2 (zǫ1

1 z
ǫ2
2 )] . . . ]z−1

n−1)zn) = zn((z−1
n−1([. . . [z

ǫ2
2 (zǫ2

2 z
ǫ1
1 )] . . . ]z−1

n−1)zn) =

= zn((z−1
n−1([. . . (z

ǫ3
3 ([z2ǫ2

2 zǫ1
1 ]zǫ3

3 )) . . . ]z−1
n−1)zn) =

= zn((z−1
n−1([. . . (z

2ǫ3
3 [z2ǫ2

2 z1]) . . . ]z
−1
n−1)zn) = · · · = z2

n(z−2
n−1(. . . (z

2ǫ2
2 zǫ1

1 ) . . . )).

In CML, the last word cannot be reduced (obviously, it can be reduced for commu-
tative groups).

4 Mediality

4.1 SIE-groupoids and mediality of group cores.

First let us pay attention to commutative groups. Denote by AG the variety of
abelian groups, and by CAG the subvariety generated by cores of abelian groups
in the variety SID. Cores of commutative groups are medial. Indeed, for x, y, z, u
from G ∈ AG, (x ◦ y) ◦ (z ◦ u) = (x2y−1)2(z2u−1)−1 = (x2z−1)(y2u−1)(x2z−1) =
(x ◦ z) ◦ (y ◦ u), hence (E) is satisfied.

Let SIE = Mod({(Sl), (I), (E)}). Groupoids of this variety are (left and right)
distributive, elastic (=flexible), and may be regarded as a generalization of distribu-
tive quasigroups.

Note that cores of abelian groups appear also as important examples of modes.
Right symmetric idempotent and medial groupoids are named kei modes in [19,
p. 88–89]. The variety RSIE = Mod({(Sr), (I), (E)}) was investigated in [1,
21–24] (and denoted SIE).

Example 4.1. Let x ◦ y := 2x − y for x, y ∈ R. Then (R; ◦) is a SIE-groupoid,
and (Z; ◦) is its subgroupoid (R are reals, Z denotes integers). In geometric words,
x ◦ y is a point reflexion at x of the point y on the real line. The free SIE-groupoid
on two generators FSIE({x, y}) is isomorphic to the core Q1 := Core(Z; +) = (Z; ◦)
with generators 0 and 1 [11, Th. 12, p. 118], [16, p. 89–90].

Now we may paraphrase Theorem 10.5. from [9, p. 48], as follows (for the variety
RSIE [21, Th. 3.1, p. 265]).
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Example 4.2. On R
n, n ∈ N, let us introduce a binary operation (x1, . . . , xn) ◦

(y1, . . . , yn) := (2x1 − y1, . . . , 2xn − yn). Then (Rn; ◦) is a SIE-groupoid, and
(Zn; ◦) = Core(Zn; +) forms its subgroupoid. In (Zn; ◦), let us consider a sub-
groupoid Qn = (Qn; ◦) with the carrier set Qn consisting of all n-tuples (k1, . . . , kn)
from Z

n such that at most one ki is odd. Then the free groupoid on n + 1 free
generators F(n + 1) = FSIE({x0, x1, . . . , xn}) is isomorphic to Qn = (Qn; ◦) with
free generators (0, . . . 0), (1, 0, . . . , 0), . . . , and (0, . . . , 0, 1).

Proposition 4.1. The variety SIE is generated by cores of commutative groups.

Proof. The statement can be proved directly from the results of D. Joyce. Since
the free groupoid on n elements F(n) is (up to isomorphism) a subgroupoid Qn−1 of
Core(Zn−1; +) ∈ CAG ⊂ SIE, and SIE = HSP ({FSIE(n) |n ∈ N}) (e.g. [7, Satz
6.3.16, p. 93])3 the assertion follows. �

Of course, commutative groups are not the only quasigroups with medial cores.
In [21, Ex. 1.6, p. 4] the following is suggested.

Proposition 4.2. A core Core(G) of a group G = (G, ·,−1, e) (non-commutative in
general) is medial if and only if G is nilpotent of class at most two4 .

Proof. Mediality (E) for group cores takes the form

xy−1xz−1uz−1xy−1x = xz−1xy−1uy−1xz−1x

which is equivalent (due to left and right cancellation in G) with the condition

xyzuzyx = zyxuxyz for all x, y, z, u ∈ G. (4.1)

Let Core(G) of a group G be medial. Let us set z = e in (4.1), and use xy = yx · [x, y]
where [x, y] = x−1y−1xy denotes the commutator. Then yx[x, y]uyx = yxuyx[x, y]
holds for x, y, u ∈ G. Further by cancellation, [x, y]uyx = uyx[x, y]. The last
condition is equivalent with the condition [x, y]g = g[x, y] for all g ∈ G (if g ∈ G
is given the corresponding u takes the form u = gx−1y−1), which is satisfied iff
[x, y] ∈ Z(G). Hence nilpotency of class at most two is a necessary condition for a
group to have medial core.

Vice versa, let G be a nilpotent group of class at most two, that is, all commuta-
tors [a, b] for a, b ∈ G are in the center Z(G) of G. Using commutators we can write
xyz = xzy[y, z] = zyx[x, zy][y, z] and similarly for zyx. Now (4.1) holds if and only
if

zyx[x, y][xy, z]uxyz[z, xy][y, x] = zyxuxyz (4.2)

3Here P denotes forming of products, S means taking of subalgebras, and H means homomor-
phic images.

4In a group G, its centre Z(G) is a normal subgroup, we have the canonical projection p : G →

G/Z(G), and the inverse image C2(G) = p−1(Z(G/Z(G))) of Z(G/Z(G)) in G. A group is called
nilpotent of class at most two if C2(G) = G. A necessary and sufficient condition is that for any pair
of elements of the group, the commutator belongs to the center Z(G).
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is satisfied for all x, y, z, u ∈ G. But we easily check that [x, y][xy, z][z, xy][y, x] = e
is valid in G. So if all commutators are in the center of the group then the condition
(4.2) is satisfied, and consequently G has a medial core. �

4.2 Remarks on normal forms for terms in SIE. Every term of the free
algebra FSIE(X), X 6= ∅ is equivalent (in the variety SIE) to a term of the form

w = xnxn−1 . . . x2x1 xi+1 6= xi, i = 1, . . . , n− 1, x1, . . . , xn ∈ X (4.3)

where each variable on an odd position (from the left) is different from all variables
on even positions, i.e. {xn, xn−2, . . . }∩{xn−1, xn−3, . . . } = ∅. The prove is based on
Lemma 3.1 and Lemma 3.2. Indeed, if two variables are equal, one of them on an
odd position and the other on an even one, we can use a suitable transposition so
that equal variables stand on neighbour positions, and then we can use either (Sl)
or (I), respectively, to reduce the term.

An infinitely countable set Z generates a SIE-subgroupoid Z ′ in the core of
a free abelian group Core(FAG(Z)), and it can be checked that the formula (3.4)
holds in Core(FAG(Z)) for n ≥ 2. The last term from (3.4) can be reduced if and
only if some variable on an odd position (from the left) is equal to some variable on
an even position, e.g. z1 ◦ z3 ◦ z2 ◦ z1 = z2 ◦ z3 ◦ z1 since z2

1z
−2
3 z2

2z
−1
1 = z2

2z
−2
3 z2

2z
1
1 .

Therefore different terms w, w′ of the form (4.3) give different term functions wZ′

,

w′Z
′

of the groupoid Z ′.
Normal forms for terms over X in SIE can be now constructed as follows.

Choose a linear order on X, (X,≤). Let us rearrange the variables in the term
w = xnxn−1 . . . x2x1 of the form (4.3) in such a way that the resulting term de-
noted by Nf(w) satisfies xn ≤ xn−2 ≤ . . . and xn−1 ≤ xn−3 ≤ . . . (naturally also
{xn, xn−2, . . . } ∩ {xn−1, xn−3, . . . } = ∅). Then Nf(w) can be called a normal form
of w with respect to SIE.

Again, we can introduce a mapping L′ : FSIE(Z) → Z ′ similarly as above5 .
For any equivalence class [w], w ∈ T(2)(Z), with Nf(w) = z1z2 . . . zn−1zn define
L′([w]) := z1 ◦ z2 ◦ · · · ◦ zn−1 ◦ zn. It can be easily seen that L′ is a surjective
homomorphism. Different terms over Z in normal form (i.e. representatives of two
distinct classes from the free algebra FSIE(Z)) obviously yield different elements of
the groupoid Z ′ ∈ AGC. Therefore L′ is also injective, and the groupoids FSIE(Z),
Z ′ are isomorphic, particularly, Z ′ is free infinitely generated in SIE. Hence we
obtain another proof of the fact that the varieties CAG and SIE coincide (Propo-
sition 4.1).

Lemma 4.1. In the variety SIE the following identities are satisfied:

u(z(yx)) = y(z(ux)), (4.5)

ynxn . . . y1x1 = yσ(n)xn . . . yσ(1)x1, σ ∈ Sn, (4.6)

xnyn−1xn−1 . . . x2y1x1 = xσ(n)yn−1xσ(n−1) . . . xσ(2)y1x1 (4.7)

5Note that the equivalence classes of terms are now different, coarser.



CORES OF BOL LOOPS AND SYMMETRIC GROUPOIDS 163

where σ ∈ Sn is a permutation such that σ(1) = 1. Moreover, the identities (4.5)
and (E) are equivalent in the variety SID.

Proof. By (Dl), (E) and (Sl), u(z(yx)) = (uz)((uy)(ux)) = (u(uy))(z(ux)) =
y(z(ux)), and (4.5) holds. Since every permutation can be composed from trans-
positions, (4.6) follows from (4.5). If we take (y1x1) instead of x1, yi instead
of xi for i = 2, . . . , n − 1, and xi+1 instead of yi for i = 1, . . . , n − 1 we get
xnyn−1xn−1 . . . y2x2(y1x1) = xσ(n)yn−1xσ(n−1) . . . y2xσ(2)(y1x1), i.e. (4.7) holds. Fi-
nally, (xy)(zu) = x[y(x(zu))] holds in SID, and using (4.5) we can rewrite the last
term as x[z(x(yu))] = (xz)(yu). �

Hence Mod({(Sl), (Dl), (I), (4.5)}) = Mod({(Sl), (I), (E)}).

4.3 Mediality of Bol loop cores. Finally, let us express mediality of a core
for a Bol loop.

Lemma 4.3. A core Core(B) of a Bol loop B = (B, ·,−1, e) ∈ B is medial if and
only if the following identity holds in B:

y(x(z(u(z(xy))))) = z(x(y(u(y(xz))))). (4.8)

Proof. For Bol loop cores, mediality (x ◦ y) ◦ (z ◦ u) = (x ◦ z) ◦ (y ◦ u) takes the
form (x(y−1x)) · ((z ◦ u)−1 · (x ◦ y)) = (x(z−1x)) · ((y ◦ u)−1 · (x ◦ z)) or equivalently,
using (Bl), x(y

−1(x(z ◦ u)−1 · (x ◦ y)))) = x(z−1(x(y ◦ u)−1 · (x ◦ z)))) for x, y, z, u
from B. Let us write y, z instead of y−1, z−1, and use left cancellation. Then our
condition is equivalent with y(x((z ◦ u−1) · (x(yx)))) = z(x((y ◦ u−1) · (x(zx)))) for
all x, y, z, u ∈ B. Using (Bl) again we can write the formula as (y((x((z ◦ u−1) ·
x)) · y)) · x = (z((x((y ◦ u−1) · x)) · z)) · x or, using right cancellation, in a simplified
form y((x((z(uz)) · x)) · y) = z((x((y(uy)) · x)) · z). Now using left Bol identity (Bl)
twice we obtain that mediality holds in a Bol loop core if and only if the condition
y(x(z(u(z(xy))))) = z(x(y(u(y(xz)))) is satisfied for all x, y, z, u ∈ B. �

Open problem 1: Is it possible to formulate mediality condition for Bol (Mo-
ufang, or commutative Moufang, respectively) loop cores similarly as in Proposition
4.1?

Open problem 2: Describe an equational theory for the variety generated by
cores of commutative Moufang loops. Is the variety generated by cores of CML a
proper subvariety of SID?
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