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Multiobjective Games

and Determining Pareto-Nash Equilibria
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Abstract. We consider the multiobjective noncooperative games with vector payoff
functions of players. Pareto-Nash equilibria conditions for such class of games are
formulated and algorithms for determining Pareto-Nash equilibria are proposed.
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1 Introduction and Problem Formulation

In this paper we consider multiobjective games, which generalize noncooperative
ones [1–3] and Pareto multicriterion problems [4, 5]. The payoff functions of players
in such games are presented as vector functions, where players intend to optimize
them in the sense of Pareto on their sets of strategies. At the same time in our
game model it is assumed that players are interested to preserve Nash optimality
principle when they interact between them on the set of situations. Such statement
of the game leads to a new equilibria notion which we call Pareto-Nash equilibria.

The multiobjective game with p players is denoted by G = (X1,X2, . . . ,Xp, F 1,

F 2, . . . , F p), where Xi is the set of strategies of player i, i = 1, p, and
F i = (F 1

i , F 2
i , . . . , F ri

i ) is the vector payoff function of player i, defined on set of
situations X = X1 × X2 × · · · × Xp:

F i : X1 × X2 × · · · × Xp → Rri , i = 1, p.

Each component F k
i of F i corresponds to a partial criterion of player i and represents

a real function defined on set of situations X = X1 × X2 × · · · × Xp:

F k
i : X1 × X2 × · · · × Xp → R1, k = 1, ri, i = 1, p.

We call the solution of the multiobjective game G = (X1,X2, . . . ,Xp, F 1,

F 2, . . . , F p) Pareto-Nash equilibrium and define it in the following way.

Definition 1. The situation x∗ = (x∗

1, x
∗

2, . . . , x
∗

p) ∈ X is called Pareto-Nash equilib-

rium for the multiobjective game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p) if for every
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i ∈ {1, 2, . . . , p} the strategy x∗

i represents Pareto solution for the following multi-
criterion problem:

max
xi∈Xi

→ f
i

x∗(xi) = (f i1
x∗(xi), f

i2
x∗(xi), . . . , f

iri

x∗ (xi)),

where

f ik
x∗(xi) = F k

i (x∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p), k = 1, ri, i = 1, p.

This definition generalizes well-known Nash equilibria notion for classical non-
cooperative games (single objective games) and Pareto optimum for multicriterion
problems. If ri = 1, i = 1, p, then G becomes classical noncooperative game, where
x∗ represents Nash equilibria solution; in the case p = 1 the game G becomes Pareto
multicriterion problem, where x∗ is Pareto solution.

An important special class of multiobjective games represents zero-sum games
of two players. This class is obtained from general case of the multiobjective game
G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p) when p = 2, r1 = r2 = r and F 2(x1, x2) =
−F 1(x1, x2).

Zero-sum multiobjective game is denoted G = (X1,X2, F ), where F (x1, x2) =
F 2(x1, x2) = −F 1(x1, x2). Pareto-Nash equilibrium for this game corresponds to
saddle point x∗ = (x∗

1, x
∗

2) ∈ X1 × X2 for the following max-min multiobjective
problem:

max
x1∈X1

min
x2∈X2

→ F (x1, x2) = (F 1(x1, x2), F
2(x1, x2), . . . , F

r(x1, x2)). (1)

Strictly we define the saddle point x∗ = (x∗

1, x
∗

2) ∈ X1 × X2 for zero-sum multi-
objective problem (1) in the following way.

Definition 2. The situation (x∗

1, x
∗

2) ∈ X1 × X2 is called the saddle point
for max-min multiobjective problem (1) (i.e. for zero-sum multiobjective game
G = (X1,X2, F )) if x∗

1 is Pareto solution for multicriterion problem:

max
x1∈X1

→ F (x1, x
∗

2) = (F 1(x1, x
∗

2), F
2(x1, x

∗

2), . . . , F
r(x1, x

∗

2)),

and x∗

2 is Pareto solution for multicriterion problem:

min
x2∈X2

→ F (x∗

1, x2) = (F 1(x∗

1, x2), F
2(x∗

1, x2), . . . , F
r(x∗

1, x2)).

If r = 1 this notion corresponds to classical saddle point notion for min-max
problems, i.e. we obtain saddle point notion for classical zero-sum games of two
players.

In this paper we show that theorems of J. Nash [2] and J. Neumann [1] related
to classical noncooperative games can be extended for our multiobjective case of
games. Moreover, we show that all results related to discrete multiobjective games,
especially matrix games can be developed in analogous way as for classical ones.
Algorithms for determining the optimal strategies of players in considered games
will be developed.
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2 The main results

First we formulate the main theorem which represents an extension of the Nash
theorem for our multiobjective version of the game.

Theorem 1. Let G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p) be a multiobjective game,

where X1,X2, . . . ,Xp are convex compact sets and F 1, F 2, . . . , F p represent contin-

uous vector payoff functions. Moreover, let us assume that for every i ∈ {1, 2, . . . , p}
each component F k

i (x1, x2, . . . , xi−1, xi, xi+1, . . . , xp), k ∈ {1, 2, . . . , ri}, of the vec-

tor function F i(x1, x2, . . . , xi−1, xi, xi+1, . . . , xp) represents a concave function with

respect to xi on Xi for fixed x1, x2, . . . , xi−1, xi+1, . . . , xp. Then for multiobjective

game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p) there exists Pareto-Nash equilibria situ-

ation x∗ = (x∗

1, x
∗

2, . . . , x
∗

p) ∈ X1 × X2 × · · · × Xp.

Proof. Let α11, α12, . . . , α1r1 , α21, α22, . . . , α2r2 , . . . , αp1, αp2, . . . , αprp be an arbi-
trary set of real numbers which satisfy the following condition











ri
∑

k=1

αik = 1, i = 1, p;

αik > 0, k = 1, ri, i = 1, p.

(2)

We consider an auxiliary noncooperative game (single objective game) G =
(X1,X2, . . . ,Xp, f1, f2, . . . , fp), where

fi(x1, x2, . . . , xp) =

ri
∑

k=1

αikF
k
i (x1, x2, . . . , xp), i = 1, p.

It is evident that fi(x1, x2, . . . , xi−1, xi, xi+1, . . . , xp) for every i ∈ {1, 2, . . . , p}
represents a continuous and concave function with respect to xi on Xi for fixed
x1, x2, . . . , xi−1, xi+1, . . . , xp because α11, α12, . . . , α1r1 , α21, α22, . . . , α2r2 , . . . ,

αp1, αp2, . . . , αprp satisfy condition (2) and F k
i (x1, x2, . . . , xi−1, xi, xi+1, . . . , xp) is a

continuous and concave function with respect to xi on Xi for fixed x1, x2, . . . , xi−1,

xi+1, . . . , xp, k = 1, ri, i = 1, p.
According to Nash theorem [2] for the noncooperative game G = (X1,X2, . . . ,

Xp, f1, f2, . . . , fp) there exists Nash equilibria situation x∗ = (x∗

1, x
∗

2, . . . , x
∗

p), i.e.

fi(x
∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p) ≤

≤ fi(x
∗

1, x
∗

2, . . . , x
∗

i−1, x
∗

i , x
∗

i+1, . . . , x
∗

p)

∀xi ∈ Xi, i = 1, p.

Let us show that x∗ = (x∗

1, x
∗

2, . . . , x
∗

p) is Pareto-Nash equilibria solution for

multiobjective game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p). Indeed, for every xi ∈ Xi

we have
ri

∑

k=1

αikF
k
i (x∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p) =
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= fi(x
∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p) ≤

≤ fi(x
∗

1, x
∗

2, . . . , x
∗

i−1, x
∗

i , x
∗

i+1, . . . , x
∗

p) =

=

ri
∑

k=1

αikF
k
i (x∗

1, x
∗

2, . . . , x
∗

i−1, x
∗

i , x
∗

i+1, . . . , x
∗

p)

∀xi ∈ Xi, i = 1, p.

So,
ri

∑

k=1

αikF
k
i (x∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p) ≤

≤

ri
∑

k=1

αikF
k
i (x∗

1, x
∗

2, . . . , x
∗

i−1, x
∗

i , x
∗

i+1, . . . , x
∗

p), (3)

∀xi ∈ Xi, i = 1, p,

for given α11, α12, . . . , α1r1 , α21, α22, . . . , α2r2 , . . . , αp1, αp2, . . . , αprp , which satisfy
(2).

Taking in account that the functions f
ik
x∗ = F k

i (x∗

1, x
∗

2, . . . , x
∗

i−1, xi, x
∗

i+1, . . . , x
∗

p),
k = 1, ri, are concave functions with respect to xi on convex set Xi and

αi1, αi2, . . . , αik satisfy the condition

ri
∑

k=1

αik = 1, αik > 0, k = 1, ri, then according

to Theorem 1 from [6] (see also [7–9]) the condition (3) implies that x∗

i is Pareto
solution for the following multicriterion problem:

max
xi∈Xi

→ f
i

x∗(xi) = (f i1
x∗(xi), f

i2
x∗(xi), . . . , f

iri

x∗ (xi)), i ∈ {1, 2, . . . , p}.

This means that x∗ = (x∗

1, x
∗

2, . . . , x
∗

p) is Pareto-Nash equilibria solution for multi-

objective game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p). �

So, if conditions of Theorem 1 are satisfied then Pareto-Nash equilibria solution
for multiobjective game can be found by using the following algorithm.

Algorithm 1

1. Fix an arbitrary set of real numbers α11, α12, . . . , α1r1 , α21, α22, . . . , α2r2 , . . . ,

αp1, αp2, . . . , αprp , which satisfy condition (2);

2. Form the single objective game G = (X1,X2, . . . ,Xp, f1, f2, . . . , fp), where

fi(x1, x2, . . . , xp) =

ri
∑

k=1

αikF
k
i (x1, x2, . . . , xp), i = 1, p;

3. Find Nash equilibria x∗ = (x∗

1, x
∗

2, . . . , x
∗

p) for noncooperative game
G = (X1,X2, . . . ,Xp, f1, f2, . . . , fp) and fix x∗ as a Pareto-Nash equilibria solution
for multiobjective game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p).
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Remark 1. Algorithm 1 finds only one of the solutions for multiobjective game
G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p). In order to find all solutions in Pareto-Nash
sense it is necessary to apply algorithm 1 for every α11, α12, . . . , α1r1 , α21, α22, . . . ,

α2r2 , . . . , αp1, αp2, . . . , αprp which satisfy (2) and then to form the union of all ob-
tained solutions.

Note that the proof of Theorem 1 is based on reduction the multiobjective game
G = (X1,X2, . . . ,Xp, F1, F2, . . . , Fp) to the auxiliary one G = (X1,X2, . . . ,Xp, f1,

f2, . . . , fp) for which Nash theorem from [2] can be applied. In order to reduce
multiobjective game G to auxiliary one G linear convolution criteria for vector payoff
functions in the proof of Theorem 1 have been used. Perhaps similar reduction of
the multiobjective game to classical one can be used also applying other convolution
procedures for vector payoff functions of players, as example the standard procedure
for multicriterion problem from [6–9].

For zero-sum multiobjective game of two players the following theorem holds.

Theorem 2. Let G = (X1,X2, F ) be a zero-sum multiobjective game of two play-

ers, where X1,X2 are convex compact sets and F (x1, x2) is a continuous vector

function on X1 × X2. Moreover, let us assume that each component F k(x1, x2),
k ∈ {1, 2, . . . , r}, of F (x1, x2) for fixed x1 ∈ X1 represents a convex function with

respect to x2 on X2 and for every fixed x2 ∈ X2 it is a concave function with respect

to x1 on X1. Then for zero-sum multiobjective game G = (X1,X2, F ) there exists

saddle point x∗ = (x∗

1, x
∗

2) ∈ X1 × X2, i.e. x∗

1 is Pareto solution for multicriterion

problem:

max
x1∈X1

→ F (x1, x
∗

2) = (F 1(x1, x
∗

2), F
2(x1, x

∗

2), . . . , F
r(x1, x

∗

2))

and x∗

2 is Pareto solution for multicriterion problem:

min
x2∈X2

→ F (x∗

1, x2) = (F 1(x∗

1, x2), F
2(x∗

1, x2), . . . , F
r(x∗

1, x2)).

Proof. The proof of Theorem 2 can be obtained as a corollary from Theorem 1
if we will regard our zero-sum game as a game of two players of the form G =
(X1,X2, F 1(x1, x2), F 2(x1, x2), where F 2(x1, x2) = −F 1(x1, x2) = F (x1, x2).

The proof of Theorem 2 can be obtained also by reducing our zero-sum multiob-
jective game G = (X1,X2, F ) to classical single objective case G = (X1,X2, f) and
applying J. Neumann theorem from [1], where

f(x1, x2) =

r
∑

k=1

αkF
k(x1, x2)

and α1, α2, . . . , αr are arbitrary real numbers such that

r
∑

k=1

αk = 1; αk > 0, k = 1, r.
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It is easy to show that if x∗ = (x∗

1, x
∗

2) is a saddle point for zero-sum game
G = (X1,X2, f) then x∗ = (x∗

1, x
∗

2) represents a saddle point for zero-sum multiob-
jective game G = (X1,X2, F ). �

So, if conditions of Theorem 2 are satisfied then a solution of zero-sum multiob-
jective game G = (X1,X2, F ) can be found by using the following algorithm.

Algorithm 2

1. Fix an arbitrary set of real numbers α1, α2, . . . , αr such that

r
∑

k=1

αk = 1;

αk > 0, k = 1, r;

2. Form the zero-sum game G = (X1,X2, f), where f(x1, x2) =
r

∑

k=1

αkF
k(x1, x2).

3. Find a saddle point x∗ = (x∗

1, x
∗

2) for single zero-sum game G = (X1,X2, f).
Then fix x∗ = (x∗

1, x
∗

2) as a saddle point for zero-sum multiobjective game
G = (X1,X2, F ).

Remark 2. Algorithm 2 finds only a solution for given zero-sum multiobjective
game G = (X1,X2, F ). In order to find all saddle points it is necessary to apply

algorithm 2 for every α1, α2, . . . , αr satisfying conditions

r
∑

k=1

αk = 1; αk > 0,

k = 1, r, and then to form the union of obtained solutions.

Note that for reducing the zero-sum multiobjective games to classical ones also
can be used other convolution criteria for vector payoff functions, i.e. the standard
procedure from [7–9].

3 Discrete and matrix multiobjective games

Discrete multiobjective games are determined by the discrete structure of sets
of strategies X1,X2, . . . ,Xp. If X1,X2, . . . ,Xp are finite sets then we may consider
Xi = Ji, Ji = {1, 2, . . . , qi}, i = 1, p. In this case the multiobjective game is
determined by vectors

F i = (F 1
i , F 2

i , . . . , F
ri

i ), i = 1, p,

where each component F k
i , k = 1, ri, represents p-dimensional matrix of size

q1 × q2 × · · · × qp.
If p = 2 then we have bimatrix multiobjective game and if F2 = −F1 then we

obtain matrix multiobjective one. In analogous way as for single objective matrix
games here we can interpret the strategies ji ∈ Ji, i = 1, p, of players as pure
strategies.

It is evident that for such matrix multiobjective games Pareto-Nash equilibria
may not exist because Nash equilibria may not exist for bimatrix and matrix games
in pure strategies. But to each finite discrete multiobjective game we can associate
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a continuous multiobjective game G = (Y1, Y2, . . . , Yp, f1, f2, . . . , fp) by introducing
mixed strategies yi = (yi1, yi2, . . . , yiri

) ∈ Yi of player i and vector payoff functions
f1, f2, . . . , fp, which we define in the following way:

Yi = {yi = (yi1, yi2, . . . , yiri
) ∈ Rri

∣

∣

∣

ri
∑

j=1

yij = 1, yij ≥ 0, j = 1, ri};

f i = (f1
i , f2

i , . . . , f
ri

i ),

where
fk

i (y11, y12, . . . , y1r1 , y21, y22, . . . , y2r2 , . . . , yp1, yp2, . . . , yprp) =

=

r1
∑

j1=1

r2
∑

j2=1

· · ·

rp
∑

jp=1

F k(j1, j2, . . . , jp)yij1yij2 . . . yijp; k = 1, ri, i = 1, p.

It is easy to observe that for auxiliary multiobjective game G = (Y1, Y2, . . . , Yp,

f1, f2, . . . , fp) conditions of theorem 1 are satisfied and therefore Pareto-Nash equi-
libria y∗ = (y∗11, y

∗

12, . . . , y
∗

1r1
, y∗21, y

∗

22, . . . , y
∗

2r2
, . . . , y∗p1, y

∗

p2, . . . , y
∗

prp
) exist.

In the case of matrix games the auxiliary zero-sum multiobjective game of two

players is defined as follows: G = (Y1, Y2, f);

Y1 = {y1 = (y11, y12, . . . , y1r) ∈ Rr
∣

∣

∣

r
∑

j=1

y1j = 1, y1j ≥ 0, j = 1, r};

Y2 = {y2 = (y21, y22, . . . , y2r) ∈ Rr
∣

∣

∣

r
∑

j=1

y2j = 1, y2j ≥ 0, j = 1, r};

f = (f1, f2, . . . , f r),

fk(y11, y12, . . . , y1r, y21, y22, . . . , y2r) =

r
∑

j1=1

r
∑

j2=1

F k(j1, j2)y1j1y2j2;

k = 1, r.

The game G = (Y1, Y2, f) satisfies conditions of theorem 2 and therefore a saddle
point y∗ = (y∗1, y

∗

2) ∈ Y1 × Y2 exists.
So, the results related to discrete and matrix game can be extended for multi-

objective case of the game and can be interpreted in analogous way as for single
objective games. In order to solve these associated multiobjective games algorithms
1 and 2 can be applied.

4 Conclusion

The considered multiobjective games extend classical ones and represent a com-
bination of cooperative and noncooperative games. Indeed, the player i in multi-
objective game G = (X1,X2, . . . ,Xp, F 1, F 2, . . . , F p) can be regarded as a union
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of ri subplayers with payoff functions F 1
i , F 2

i , . . . , F ri

i respectively. So, the game G

represents a game with p coalitions 1, 2, . . . , p which interact between them on the
set of situations X1 × X2 × · · · × Xp.

The introduced Pareto-Nash equilibria notion uses the concept of cooperative
games because according to this notion subplayers of the same coalitions should
optimize in the sense of Pareto their vector functions Fi on set of strategies Xi. On
the other hand Pareto-Nash equilibria notion takes into account also the concept
of noncooperative games because coalitions interact between them on the set of
situations X1×X2×· · ·×Xp and are interested to preserve Nash equilibria between
coalitions.

The obtained results allow us to describe a class of multiobjective games for
which Pareto-Nash equilibria exists. Moreover, a suitable algorithm for finding
Pareto-Nash equilibria is proposed.
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