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Discrete optimal control problems on networks

and dynamic games with p players

Dmitrii Lozovanu, Stefan Pickl

Abstract. We consider a special class of discrete optimal control problems on
networks. The dynamics of the system is described by a directed graph of passages.
An additional integral-time cost criterion is given and the starting and final states of
the system are fixed. The game-theoretical models for such a class of problems are
formulated, and some theoretical results connected with the existence of the optimal
solution in the sense of Nash are given. A polynomial-time algorithm for determining
Nash equilibria is proposed. The results are applied to decision making systems and
determining the optimal strategies in positional games on networks.

Mathematics subject classification: 90C47.
Keywords and phrases: Multiobjective discrete control, Optimal strategies in the
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1 Introduction and problems formulations

In this paper we study control processes for time-discrete systems with finite set
of states. The main results are concerned with game-theoretical approach to the
following control problem [1, 2].

Let us consider a discrete dynamical system L with the set of states
X ⊆ R

n. At every time-step t = 0, 1, 2, . . . the state of the system L is
x(t) ∈ X, x(t) = (x1(t), x2(t), . . . , xn(t)). The dynamics of the system L is de-
scribed as follows

x(t + 1) = gt(x(t), u(t)), t = 0, 1, 2, . . . , (1)

where x(0) = x0 is the starting point of the dynamical system and u(t) =
(u1(t), u2(t), . . . , um(t)) ∈ R

m represents the vector of control parameters (see ).
For any time-step t the feasible set Ut(x(t)) for the vector of control parameter u(t)
is given, i.e.,

u(t) ∈ Ut(x(t)), t = 0, 1, 2, . . . .

Assume that in (1) the vector-functions

gt(x(t), u(t)) = (g1
t (x(t), u(t)), g2

t (x(t), u(t)), . . . , gn
t (x(t), u(t)))

are determined uniquely by x(t) and u(t) at every time-step t = 0, 1, 2, . . . . So,
x(t + 1) is determined uniquely by x(t) and u(t).
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We consider the following discrete optimal control problem:

Problem 1. Find T and u(0), u(1), . . . , u(T − 1) which satisfy the conditions























x(t + 1) = gt(x(t), u(t)), t = 0, 1, 2, . . . , T − 1;

u(t) ∈ Ut(x(t)), t = 0, 1, . . . , T − 1,

x(0) = x0, x(T ) = xf

and minimize the objective function

Fx0xf
(u(t)) =

T−1
∑

t=0

ct(x(t), gt(x(t), u(t))),

where ct(x(t), gt(x(t), u(t))) = ct(x(t), x(t + 1)) represents the cost of the system’s
passage from the state x(t) to the state x(t + 1) at the stage
[t, t + 1]. The vectors v(0), v(1), . . . , v(T − 1) generate the trajectory x0 =
x(0), x(1), x(2), . . . , x(T ) = xf which transfers the system L from the starting state
x0 to the final state xf with minimal integral-time costs (cf. [1, 2]).

This problem can be applied in decision making systems where the dynamics
of the systems are controlled by one person. Here, we formulate the game theo-
retic approach to this problem, i.e., we consider that the dynamics of the system is
controlled by p actors (players) and it is described as follows

x(t + 1) = gt(x(t), u1(t), u2(t), . . . , up(t)), t = 0, 1, 2, . . . , (2)

where x(0) = x0 is the starting state of system L and ui(t) ∈ R
mi represents the

vector of control parameters of player i, i = 1, p, i.e. i ∈ {1, . . . , p}. The state
x(t + 1) of the system L at time-step t + 1 is obtained uniquely if the state x(t) at
time-step t is known and the players 1, 2, . . . , p fix their vectors of control parameters
u1(t), u2(t), . . . , up(t), respectively. For each i = 1, p, the admissible sets U i

t (x(t))
for the vectors of control parameters ui(t) are given, i.e.

ui(t) ∈ U i
t (x(t)), i = 1, p, t = 0, 1, 2, . . . ,

We shall assume that the sets U i
t (x(t)) i = 1, p, t = 0, 1, 2, . . . , are non-empty

and U i
t (x(t)) ∩ U

j
t (x(t)) = ∅ for i 6= j, t = 0, 1, 2, . . . .

Let us consider that the players 1, 2, . . . , p fix their vectors of control parameters
u1(t), u2(t), . . . , up(t); t = 0, 1, 2, . . . ,

respectively, and the starting state x0 = x(0) and final state xf of the system L

are known. Then for a given set of vectors u1(t), u2(t), . . . , up(t) either a unique
trajectory

x0 = x(0), x(1), x(2), . . . , x(T (xf)) = xf

from x0 to xf exists and T (xf) represents the time step when the state xf is reached
by L, or such a trajectory does not exist.
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The game version of our control problem is the following.

Problem 2. We denote by

F i
x0xf

(u1(t), u2(t), . . . , up(t))=

T (xf )−1
∑

t=0

ci
t(x(t), gt(x(t), u1(t), u2(t), . . . , up(t)))

the integral-time cost of system’s passage from x0 to xf for the players i,
i = 1, 2, . . . , p, if the set of vectors u1(t), u2(t), . . . , up(t) generates a trajectory

x0 = x(0), x(1), x(2), . . . , x(T (xf)) = xf

from x0 to xf and
ui(t) = U i(x(t)), t = 0, 1, 2, . . . , T (xf).

Otherwise we put

F i
x0xf

(u1(t), u2(t), . . . , up(t)) = ∞.

Here
ci
t(x(t), gt(x(t), u1(t), u2(t), . . . , up(t))) = ci

t(x(t), x(t + 1))
represents the cost of system’s passage from the state x(t) to state x(t + 1) at the
stage [t, t + 1]. We consider the problem of finding vectors of control parameters

u1∗(t), u2∗(t), . . . , ui−1∗(t), ui∗(t), ui+1∗
(t), . . . , up∗(t)

which satisfy the following condition

F i
x0xf

(u1∗(t), u2∗(t), . . . , ui−1∗(t), ui∗(t), ui+1∗(t), . . . , up∗(t)) ≤

≤ F i
x0xf

(u1∗(t), u2∗(t), . . . , ui−1∗(t), ui(t), ui+1∗(t), . . . , up∗(t))

∀ui(t) ∈ R
mi , i = 1, p.

So, we consider the problem of finding the solution in the sense of Nash [3].

In order to determine the existence of Nash equilibria for multiobjective control
in problem 2 we assume that players i and j never actively control the system at
the same state in time, although for different moments of time different players may
control the system at same state. This condition in the game model corresponds to
the case when for any moment of time t and for an arbitrary state x(t) ∈ X the
application in (2) depends only on one of the vectors of control parameters ui(t),
i ∈ {1, 2. . . . .p}. The multiobjective control problem with a such condition allows
us to regard it as a dynamic noncooperative game on a network which consists of p

interacting subnetworks controlled by different players. On this network the problem
is considered to control the given initial vertex (state) toward some prescribed final
state. It is assumed that the costs on edges of the network depend on time, i.e.
depend on order an edge is visited in the directed path from starting state to final
one. We are seeking for a Nash equilibrium in this dynamic game. Polynomial-time
algorithms for determining the optimal strategies of players are proposed.

This problem generalizes the classical control problems with integral-time cost
criterion by a trajectory and arose as auxiliary one when solve dynamic games in
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positional form [4 – 10]. The main tool we shall use for studying and solving our
problem is based on dynamic programming and concept of noncooperative games in
positional form. A such approach for determining the optimal strategies in dynamic
games for the case with constant cost functions on edges of the network has been
used in [8]. Here we extend this approach for the general case of the problem.

2 Discrete optimal control problems

and dynamic games with p players on networks

In this section we consider the discrete optimal control problem on networks.
We formulate the game variant of the problem when the dynamics of the system is
described by a directed graph of passages [4−6]. The graph vertices in this problem
correspond to the states of the system, where the edges identify the possibility of
the system to pass from one state to another. Moreover, the cost functions are
associated to the edges of the graph which depend on time and express the cost of
the system’s passages. The graph of passages, on which edges time-depending cost
functions are defined, and in which two vertices corresponding to the starting and
the final states of the system are chosen, is called a dynamic network [6]. First, we
formulate the discrete optimal control problem on dynamic networks, and then we
shall extend the model according to a game-theoretical approach.

2.1 The discrete optimal control problem on networks

Let L be a dynamical system with a finite set of states X, |X| = N , and at
every discrete moment of time t = 0, 1, 2, . . . the state of the system L is x(t) ∈ X.
Note, that we associate x(t) with an abstract element (in Section 1, x(t) represents
a vector from R

n). Two states x0 and xf are chosen in X, where x0 is a the
starting point of the system L, x0 = x(0), and xf is the final state of the system,
i.e., xf is the state in which the system must be brought. The dynamics of the
system is described by a directed graph of passages G = (X,E), |E| = m, an edge
e = (x, y) which signifies the possibility of passages of the system L from the state
x = x(t) to the state y = x(t + 1) at any moment of time t = 0, 1, 2, . . . . This
means that the edges e = (x, y) ∈ E can be regarded as the possible values of the
control parameter u(t) when the state of the system is x = x(t), t = 0, 1, 2, . . . .

The next state y = x(t + 1) of the system L is determined uniquely by x = x(t) at
the time-step t and an edge e = (x, y) ∈ E(x), where E(x) = {X | (x, y) ∈ E}. So
E(x) = E

(

x(t)
)

corresponds to the admissible set Ut

(

x(t)
)

for the control parameter
u(t) at every time-step t. To each edge e = (x, y) a function ce(t) is assigned, which
reflects the costs of system’s passage from the state x(t) = x ∈ X to the state
x(t + 1) = y ∈ X at any time-step t = 0, 1, 2, . . . We consider the discrete optimal
control problem on networks [1, 2, 7] for which the sequence of system’s passages
(x(0), x(1)), (x(1), x(2)), . . . , (x(T (xf) − 1), x(T (xf))) ∈ E, which transfers the
system L from x0 = x(0) to xf = x(T (xf )) with minimal integral-time cost of
the passages by a trajectory x0 = x(0), x(1), x(2), . . . , x(T (xf)) = xf . Here, we
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distinguish the following variants of the problem:
1) the number of the stages (time T (xf)) is fixed, i.e. T (xf) = T ;
2) for T (xf) is given the restriction T (xf) ∈ [T1, T2], where T1 and T2 are known;
3) the parameter T (xf) is unknown and must be found.

2.2 A dynamic programming approach and computational

complexity

Let us assume that T (xf) is fixed, i.e. T (xf) = T (case 1). Denote by

Fx0xf
(T ) = min

x0=x(0),x(1),...,x(T )=xf

T−1
∑

t=0

c(x(t),x(t+1))(t)

the minimal integral-time cost of system’s passages from x0 to xf . If the state xf

couldn’t be reached by using T stages, then we put Fx0xf
(T ) = ∞. For Fx0x(t)(t)

the following recursive formula can be gained

Fx0x(t)(t) = min
x(t−1)∈X

−
G

(x(t))

{

Fx0x(t−1)(t − 1) + c(x(t−1),x(t))(t − 1)
}

,

where X−
G (y) = {x ∈ X | e = (x, y) ∈ E}. It is easy to observe that

using dynamical programming methods we could tabulate the values Fx0x(t)(t),
t = 1, 2, . . . , T (Fx0x(0)(0) = 0). So, if T is fixed, then the problem can be solved
in time O(N2T ) (Here we do not take in consideration the number of operations for
calculations of the value of functions ce(t) for given t.)

In the case when T (xf) ∈ [T1, T2] the problem can be reduced to T2 − T1 +
1 problems with T (xf) = T1, T (xf) = T1 + 1, T (xf) = T1 + 2, . . . , T (xf ) = T2,
respectively; compare the minimal integral-costs of these problem we find the best
one.

Case 3) of the problem can be reduced to case 2) if we find T1 and T2 such that
T (xf) ∈ [T1, T2]. It is obvious that for positive and non-decreasing cost functions
ce(t), e ∈ E, we have T (xf) ∈ [1, N − 1], i.e., T1 = 1, T2 = N − 1. Therefore, the
problem for positive and non-decreasing functions on edges can be solved in time
O(N3).

2.3 A game theoretic approach for the discrete optimal control

problem on networks

Now, we consider the game-theoretical versions of the problem from Section 2.1.
First we formulate the stationary case of the problem and then we extend it to
nonstationary one.

2.3.1 The problem of determining the optimal stationary strategies
of players in dynamic c-game

Let G = (X,E) be a directed graph of system’s passages, where G has the
property that for any vertex x ∈ X \ {xf} there exists a leaving edge e = (x, y) ∈
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E. Assume that the vertex set X is divided into p disjoint subsets X1,X2, . . . ,Xp

(X =

p
⋃

i=1

Xi, Xi ∩ Xj = ∅, i 6= j) and consider vertices x ∈ Xi as the positions of

player i, i = 1, p. Moreover, we consider that to each edge e = (x, y) ∈ E of the
graph of passages p functions c1

e(t), c
2
e(t), . . . , c

p
e(t) are assigned, where ci

e(t) expresses
the cost of system’s passage from the state x = x(t) to the state y = x(t + 1) at the
stage [t, t + 1] for player i. Define the stationary strategies of players 1, 2, . . . , p as
maps s1, s2, . . . , sp on X1,X2, . . . ,Xp, respectively:

s1 : x 7→ y ∈ XG(x) for x ∈ X1 \ {xf};
s2 : x 7→ y ∈ XG(x) for x ∈ X2 \ {xf};
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

sp : x 7→ y ∈ XG(x) for x ∈ Xp \ {xf},

where XG(x) is the set of extremals of edges e = (x, y), starting in x, i.e.,
XG(x) = {y ∈ X | e = (x, y) ∈ E}. For a given set of strategies s = (s1, s2, . . . , sp)
denote by Gs = (X,Es) the subgraph generated by the edges e = (x, si(x)) for
x ∈ X \ {xf} and i = 1, p. Then, in Gs for every vertex x ∈ X \ {xf} there ex-
ists a unique directed edge e = (x, y) ∈ Es, originating in x. Obviously, for fixed
s1, s2, . . . , sp either a unique directed path Ps(x0, xf ) from x0 to xf exists in Gs or
such a path does not exist in Gs. In the second case, if we pass through the edges
from x0 we get a unique directed cycle Cs.

For fixed strategies s1, s2, . . . , sp and fixed states x0 and xf define the quantities

F 1
x0xf

(s1, s2, . . . , sp), F 2
x0xf

(s1, s2, . . . , sp), . . . , F p
x0xf

(s1, s2, . . . , sp)

in the following way. We assume that the path Ps(x0, xf) does exist in Gs. Then it
is unique and we can assign to its edges numbers 0, 1, 2, 3, . . . , ks, starting with the
edge that begins in x0. These numbers characterize the time steps te(s1, s2, . . . , sp)
when the system passes from one state to another, if the strategies s1, s2, . . . , sp are
applied. In this case, we put

F i
x0xf

(s1, s2, . . . , sp) =
∑

e∈E(Ps(x0,xf ))

ci
e(te(s1, s2, . . . , sp)), i = 1, p,

where E(Ps(x0, xf)) is the set of edges of the path Ps(x0, xf). The set of vertices x0 =
x(0), x(1), . . . , x(k) = xf in the path Ps(x0, xf) represents the trajectory generated
by the strategies s1, s2, . . . , sp of the players. If there are no directed paths Ps(x0, xf )
from x0 to xf in Hs, then we put

F i
x0xf

(s1, s2, . . . , sp) = +∞, i = 1, p.

Problem formulation – the dynamic c-game. We consider the problem of
finding the maps s∗1, s

∗
2, . . . , s

∗
p for which the following condition is satisfied

F i
x0xf

(s∗1, s
∗
2, . . . , s

∗
i−1, s

∗
i , s

∗
i+1, s

∗
p) ≤ F ∗

x0xf
(s∗1, s

∗
2, . . . , s

∗
i−1, si, s

∗
i+1, s

∗
p),

∀si, i = 1, p.
(3)
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So, we study the problem of finding the optimal solution in the sense of Nash
[3] on S1 × S2 × · · · × Sp, where Si = {si: x 7→ y ∈ XG(x) for x ∈ Xi},
i = 1, p.

The functions

F 1
x0xf

(s1, s2, . . . , sp), F 2
x0xf

(s1, s2, . . . , sp), . . . , F p
x0xf

(s1, s2, . . . , sp)

on S1 × S2 × · · · × Sp define a game in the normal form with p players [3, 7].
In positional form, this game is defined by the graph G, partitions X1,X2, . . . ,Xp,

vector-functions ci(t) = (ci
e1

(t), ci
e2

(t), . . . , ci
em

(t)), i = 1, p, starting and final posi-
tions x0, xf . We call this game the dynamic c-game with p players on networks
(G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf).

2.3.2 The nonstationary dynamic c-game

We define the nonstationary strategies of players on network as maps

u1: (x, t) → (y, t+1) ∈ XG(x)×{t+1} for x ∈ X1\{xf}, t = 0, 1, 2, . . . , T−1;
u2: (x, t) → (y, t+1) ∈ XG(x)×{t+1} for x ∈ X2\{xf}, t = 0, 1, 2, . . . , T−1;
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
up: (x, t) → (y, t+1) ∈ XG(x)×{t+1} for x ∈ Xp\{xf}, t = 0, 1, 2, . . . , T−1,

were T is given. Here (x, t) has the same sense as the notation x(t), i.e. (x, t) = x(t).
For any set of strategies u1, u2, . . . , up we define the quantities

F
1
x0xf

(u1, u2, . . . , up), F
2
x0xf

(u1, u2, . . . , up), . . . , F
p

x0xf
(u1, u2, . . . , up)

in the following way.
Let us consider that u1, u2, . . . , up generate in G a trajectory x0 = x(0), x(1),

x(2), . . . , x(T (xf)) = xf from x0 to xf where T (xf) represents the time-moment
when xf is reached. Then we set

F
i

x0xf
(u1, u2, . . . , up) =

T (xf )−1
∑

t=0

c(x(t),x(t+1))(t), i = 1, p, if T (xf) ≤ T ;

otherwise we put F
i

x0xf
(u1, u2, . . . , up) = ∞, i = 1, p.

We regard the problem of finding the nonstationary strategies u∗
1, u

∗
2, . . . , u

∗
p for

which the following condition is satisfied

F
i

x0xf
(u∗

1, u
∗
2, . . . , u

∗
i−1, u

∗
i , u

∗
i+1, . . . , u

∗
p) ≤

≤ F
i

x0xf
(u∗

1, u
∗
2, . . . , u

∗
i−1, ui, u

∗
i+1, . . . , u

∗
p), ∀ ui, i = 1, p.

So we consider the nonstationary case of determining Nash equilibria in dynamic
c-game.

In the following we show that the nonstationary case of the problem can be
reduced to stationary one.



74 DMITRII LOZOVANU, STEFAN PICKL

3 Preliminaries and some results on determining the optimal

strategies in dynamic c-games

The dynamic c-game was introduced in [9] as auxiliary problem for studying and
solving a special class of positional games on networks – cyclic games [4–7]. The
main results from [9–11] are related to the existence of Nash equilibria for zero-sum
games on networks with constant cost functions on edges. The dynamic c-games
with p players for constant cost functions on edges have been studied in [8], and the
following result is given.

Theorem 1. Let (G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf) be a network

where G has the property that the vertex xf is attainable from x0. If the components

ci
ej

(t) of the vectors ci(t) = (ci
e1

(t), ci
e2

(t), . . . , ci
em

(t)), i = 1, p, are positive constant

functions then there exists the optimal solution in the sense of Nash s∗1, s
∗
2, . . . , s

∗
p for

stationary dynamic c-game on network (G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t),
x0, xf).

On the basis of this theorem we can prove the following result.

Theorem 2. Let (G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf) be a net-

work where G contains at least a directed path with not more than T edges and

the cost functions on edges are positive. Then for dynamic c-game on network

(G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf) there exist the optimal nonsta-

tionary strategies in the sense of Nash u∗
1(t), u

∗
2(t), . . . , u

∗
p(t).

Proof. It is sufficient to show that the nonstationary dynamic c-game on network
(G,X1,X2, . . . ,Xp, c

1(t), c2(t), . . . , cp(t), x0, xf) can be reduced to stationary dy-
namic c-game on an auxiliary network (G,Y1, Y2, . . . , Yp, c

1(t),
c2(t), . . . , cp(t), y0, yf) with constant cost functions on edges. In this auxiliary net-
work the graph G = (Y,E) is obtained from G as follows. The vertex set Y is
obtained from X when it is doubled T +1 times, i.e. Y = X×{0, 1, 2, . . . , T} = X×
{0}∪X×{1}∪· · ·∪X×{T}. Each two subsets X×{t} and X×{t+1}, t = 0, T − 1,
are connected with directed edges e = ((x, t), (y, t + 1)) ∈ E if e = (x, y) ∈ E. In
addition each subset X × {t}, t = 0, T − 1 is connected with the set X × {T} by
directed edges e = ((x, t), (y, T )) ∈ E if e = (x, y) ∈ E.

The partition Y = Y1 ∪ Y2 ∪ · · · ∪ Yp which determine the position sets
of players and the cost functions ce(t) on edges e = ((x, t), (y, t + 1)) ∈ E,

e = ((x, t), (y, T )) ∈ E are defined as follows:

Yi = {(x, t) ∈ E |x ∈ Xi, t = 0, T }, i = 1, p;

ce(t) = ce(t), if e = (x, t) ∈ E, t = 0, T − 1.

On this network we consider the dynamic c-game with starting position
y0 = (x0, 0) ∈ X × {0} and final position (yf , T ) ∈ X × {T}.

It is easy to observe that for each subset X × {t} the time t is known.
Therefore the cost functions ce(t) on auxiliary acyclic network may be consi-
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dered constant functions. According to Theorem 1 for dynamic c-game on network
(G,X1,X2, . . . .Xp, c

1(t), c2(t), . . . , cp(t), x0, xf) there exists the optimal by Nash so-
lution. This solution represents the optimal by Nash strategies for nonstationary
case of the problem. �

On the basis of constructive proof of Theorem 2 we may propose the follow-
ing algorithm for finding the optimal nonstationary strategies of players on net-
work (G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf). We construct the auxil-
iary network (G,Y1, Y2, . . . .Yp, c

1(t), c2(t), . . . , cp(t), y0, yf) and solve the problem
of finding the optimal stationary strategies of players with constant cost func-
tions on edges (see algorithms from [8]). The obtained solution on this network
corresponds to optimal nonstationary strategies of players for dynamic c-game on
(G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf).

It is easy to observe also that if Nash equilibria for stationary case of dy-
namic c-game exist then the mentioned above construction with T = N can
be used for determining the optimal stationary strategies of players on network
(G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xf) when the cost functions on edges
are nondecreasing. A such approch for determining the optimal stationary strategies
of players is developed in Sections 5 and 6.

For some practical problems may be useful also the following variant of the
dynamic c-game with backward time-step account.

Let Ps(x0, xf) be the directed path from x0 to xf in Hs generated by strategies
s1, s2, . . . , sp of players 1, 2, . . . , p. In 2.3.1 for an edge e ∈ E(Ps(x0, xf)) is defined
the time-step te(s1, s2, . . . , sp) as an order of the edge in the path Ps(x0, xf ) starting
with o from x0. To each edge e ∈ E(Ps(x0, xf)) we may associate also the backward
time-step account t′e(s1, s2, . . . , sp) if we start number the edges with 0 from end
position xf in inverse order, i.e. t′e(s1, s2, . . . , sp) = ks − te(s1, s2, . . . , sp). For fixed
strategies s1, s2, . . . , sp we define the quantities

F
1
x0xf

(s1, s2, . . . , sp), F
2
x0xf

(s1, s2, . . . , sp), . . . , F
p

x0xf
(s1, s2, . . . , sp)

in the following way. We put

F
i

x0xf
(s∗1, s

∗
2, . . . , sp) =

∑

e∈E(Ps(x0,xf ))

t′e(s1, s2, . . . , sp), i = 1, p;

if in Hs there exists a path Ps(x0, xf) from x0 to xf ; otherwise we put

F
i

x0xf
(s1, s2, . . . , sp) = ∞, i = 1, p.

So, we obtain a new game on network. In the case when the costs ci
e(t) are con-

stant this problem coincides with the problem from [8]. This game can be regarded
as dual problem for the dynamic c-game from 2.3.1.
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4 A discrete optimization principle for dynamic networks

and an algorithm for solving the problem in the case p = 1

In this section, we consider the formulated problem on networks in the special
case p = 1. We have introduced the problem in this case for positive and non-
decreasing cost functions ce(t) on edges e ∈ E which coincides with the discrete
optimal control problem on G with starting states x0 and final state xf . Therefore,
the optimal trajectory x0 = x(0), x(1), x(2), . . . , x(T (xf)) = xf corresponds in G

to the directed path P
∗
(x0, xf) from x0 to xf . We call this path the optimal path

for the dynamic network. For the path P
∗
(x0, xf) contains no more then N − 1

edges, the problem can be solved in finite time by using dynamical programming
techniques. We show that a more effective algorithm for solving this problem can
be elaborated if the dynamical network satisfies the following conditions:

Problem formulation. Let us assume that the cost functions ce(t), e ∈ E, in
the dynamic network have the following property. If P ∗(x0, x) is an arbitrary optimal
path from x0 to x which can be represented as P ∗(x0, x) = P ∗

1 (x0, y)∪P ∗
2 (y, x), where

P ∗
1 (x0, y) and P ∗

2 (y, x) have no common edges, then a leading part P ∗
1 (x0, y) of the

path P ∗(x0, x) is also an optimal path of the problem in G with given starting state
x0 and final state y. If such a property holds, then we say that for the dynamic
network the optimization principle is satisfied. In the case, when on network the
cost functions ce(t), e ∈ E, are positive functions and the optimization principle is
satisfied, the following algorithm determines all optimal paths P ∗(x0, x) from x0 to
each x ∈ X, which correspond to the optimal strategies in the problem for p = 1.

Algorithm 1

Preliminary step (Step 0). Set Y = {x0}, E∗ = ∅. Assign to every vertex
x ∈ X two labels t(x) and F (x) as follows:

t(x0) = 0, t(x) = ∞, ∀x ∈ X \ {x0};
F (x0) = 0, F (x) = ∞, ∀x ∈ X \ {x0}.

General step (Step k). Find the set

E′ = {(x′, y′) ∈ E(Y ) |F (x′) + c(x′,y′)(t(x
′)) = min

x∈Y
min

y∈X(x)
{F (x) + c(x,y)(t(x))},

where

E(Y ) = {(x, y) ∈ E |x ∈ Y, y ∈ X \ Y }, X(x) = {y ∈ X \ Y | (x, y) ∈ E(Y )}.

Find the set of vertices X ′ = {y′ ∈ X \ Y | (x′, y′) ∈ E′}. For every y′ ∈ X ′ select

one edge (x′, y′) ∈ E′ and build the union E
′
of such edges. After that change the

labels t(y′) and F (y′) for every vertex y′ ∈ X ′ as follows

t(y′) = t(x′) + 1, F (y′) = F (x′) + c(x′,y′)(t(x
′)), ∀ (x′, y′) ∈ E

′
.
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Replace the set Y by Y ∪ X ′ and E∗ by E∗ ∪ E
′
. Note Xk = Y, Ek = E∗. If

Xk 6= X then fix the tree Hk = (Xk, Ek) and go to the next step k + 1, otherwise
fix the tree H = (X,E∗) and STOP.

Note that the tree H = (X,E∗) contains optimal paths from x0 to each x ∈ X.
After k steps of the algorithm the tree Hk = (Xk, Ek) represents a part of H. If
it is necessary to find the optimal path from x0 to xf , then the algorithm can be
interrupted after k steps as soon as the condition xf ∈ Xk is satisfied, i.e., in this
case the condition Xk 6= X in the algorithm must be replaced by xf ∈ Xk. The
labels F (x), x ∈ X, indicate the costs of optimal paths from x0 to x ∈ X and t(x)
represents the number of edges in these paths.

The correctness of the algorithm is based on the following theorem:

Theorem 3. Let (G, c(t), x0, xf) be a dynamic network, where the vector-function

c(t) = (ce1(t), ce2(t), . . . , cem(t)) has positive and bounded components for t ∈ [0,
N − 1]. Moreover, let us assume that the optimization principle on the dynamic

network is satisfied. Then the tree Hk = (Xk, Ek) obtained after k steps of the

algorithm gives the optimal paths from x0 to every x ∈ Xk which correspond to

optimal strategies in the problem for p = 1.

Proof. We prove the theorem by using the induction principle on the number of
steps k of the algorithm. In the case when k = 0 the assertion is evident.

Let us assume that the theorem holds for any k ≤ r and let us show that it
is true for k = r + 1. If Hr = (Hr, Er) is the tree obtained after r steps and
Hr+1 = (Xr+1, Er+1) is the tree obtained after r + 1 steps of the algorithm, then
X◦ = Xr+1 \Xr and E◦ = Er+1 \Er represents the vertex set and edge set obtained
by the algorithm at the step r+1. Let us show that if y′ is an arbitrary vertex of X◦,
then in Hr+1 the unique directed path P ∗(x0, y

′) from x0 to y′ is optimal. Indeed, if
this is not the case, then there exists an optimal path Q(x0, y

′) from x0 to x′, which
does not contain the edge e = (z′, y′) ∈ E◦. The path Q(x0, y

′) can be represented
as Q(x0, y

′) = Q1(x0, x
′)∪{(x′, y)}∪Q2(y, y′), where x′ is the last vertex of the path

Q(x0, y
′) belonging to Xr when we pass from x0 to y′. It is easy to observe that if

the conditions of the theorem hold then

cost (Q(x0, y
′)) ≥ cost (P ∗(x0, y

′)),

where

cost (Q(x0, y
′)) =

mQ
∑

t=0

cet(t),

e0, e1, . . . , emQ
are the corresponding edges of the directed path Q(x0, y

′) when we
pass from x0 to y′ and

cost (P ∗(x0, y
′)) =

mp
∑

t=0

ce′t
(t),

were e′0, e
′
1, . . . , e

′
mp

are the corresponding edges of the directed path P ∗(x0, y
′) when

we pass from x0 to y′. This means that the tree Hr+1 = (Xr+1, Er+1) contains an
optimal path from x0 to every y′ ∈ Xr+1. 2
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Remark 1. In analoguos way can be proposed the algorithm for solving the prob-

lem with backward time-step account in the case when the optimization principle on

network is satisfied. Here the optimization principle should be defined as follows:

every part P ∗
2 (y, xf) of an arbitrary optimal path P ∗(x, xf ) = P ∗

1 (x, y) ∪ P ∗
2 (y, xf )

(E(P ∗
1 (x, y)) ∩ E(P ∗

2 (x, y)) = ∅) is optimal one.

Algorithm 1 is an extension of Dijkstra’s Algorithm. Furthermore, such an al-
gorithm we develop for the dynamic c-game with p players in the case when the
optimization principle is satisfied with respect to each player. In the next section,
we define the optimization principle on dynamic networks (G,X1,X2, . . . ,Xn, c1(t),
c2(t), . . . , cp(t), x0, xf ) with respect to player i.

5 The optimization principle for dynamic networks with p

players and determining Nash equilibria for stationary case

of the problem

In this section we extend the optimization principle for stationary case of
the problem on dynamic networks with p players. We define the optimiza-
tion principle with respect to player i, i ∈ {1, 2, . . . , p}, on dynamic networks
(G,X1,X2, . . . ,Xp, c

1(t), c2(t), . . . , cp(t), x0, xf).
We denote by Ei the subset of edges from E starting in verteces x ∈ Xi, i.e.,

Ei = {(x, y) ∈ E |x ∈ Xi}, i = 1, p. Hereby, the set Ei represents the admissible
set of system’s passages from the states x ∈ Xi to the state y ∈ X for the player
i. Furthermore, the set Ei indicates the set of edges of player i. By Esi

we denote
the subset of E generated by a fixed strategy si of player i, i ∈ {1, 2, . . . , p}, i.e.,
Esi

= {(x, y) ∈ Ei |x ∈ Xi, y = si(x)}.
Let s1, s2, . . . , si−1, si+1, . . . , sp be the set of strategies of the players 1, 2, . . . ,

i − 1, i + 1, . . . , p and let GS\si
= (X,ES\si

) be the subgraph of G, where

ES\si
= Es1 ∪ Es2 ∪ · · · ∪ Esi−1 ∪ Ei ∪ Esi+1 ∪ · · · ∪ Esp .

The graph GS\si
represents the subgraph of G generated by the set of edges of

player i and edges of E when the players 1, 2, . . . , i−1, i+1, . . . , p fix their strategies
s1, s2, . . . , si−1, si+1, . . . , sp, respectively. On GS\si

we consider the single objective
control problem with respect to cost functions ci

e(t) of player i, starting vertex x0

and final vertex x ∈ X.

Definition 1. Let us assume that for any given set of strategies

s1, s2, . . . , si−1, si+1, . . . , sp

the cost functions ci
e(t), e ∈ ES\si

in GS\si
have the property that if an arbitrary op-

timal path P ∗(x0, x) can be represented as P ∗(x0, z) = P ∗
1 (x0, z)∪P ∗

2 (z, x) (P ∗
1 (x0, z)

and P ∗
2 (z, x) have no common edges), then the leading part P ∗

1 (x0, z) of P ∗(x0, x)
is an optimal one. We call this property the optimization principle for dynamic

networks with respect to player i.
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Note that if ci
e(t), i = 1, p, e ∈ E are constant positive functions then the

optimization principle for dynamic c-game is valid. It is easy to observe that in the
case when

ci
e(t) = f i(t), i = 1, p, e ∈ E, (4)

where f1(t), f2(t), . . . , fp(t) are arbitrary positive and non-decreasing functions, the
optimization principle for dynamic c-game is also satisfied with respect to each
player. If the dynamic network has the structure of a graph without directed cycles
then f1(t), f2(t), . . . , fp(t) in (4) may be arbitrary non-decreasing functions. In the
case when G has the structure of a k-partite directed graph without directed cycles,
the optimization principle is satisfied for arbitrary positive cost functions.

Theorem 4. Let (G,X1,X2, . . . ,Xp, c
1(t), c2(t), . . . , cp(t), x0, xf) be the dynamic

network with p players for which the vertex xf in G is attainable from x0 and for

any vertex x ∈ X there exists an edge e = (x, y) ∈ E. Assume that the vector-

functions ci(t) = (ci
e1

(t), ci
e2

(t), . . . , ci
eN

(t)), i = 1, p, have positive and nondecreasing

components. Moreover, let us assume that the optimization principle on the dynamic

network is satisfied with respect to each player. Then, in the dynamic c-game on

networks (G,X1,X2, . . . ,Xp, c1(t), c2(t), . . . , cp(t), x0, xf) for the players 1, 2, . . . , p
there exists an optimal solution in the sense of Nash s∗1, s

∗
2, . . . , s

∗
p.

Proof. Let us regard the auxiliary network (G,Y1, Y2, . . . , Yp, c1(t),
c2(t), . . . , cp(t), y0, yf) from Section 3 when T = N (see the proof of Theorem 2).
As we have already noted for the dynamic c-game on this network there exist the
optimal by Nash stationary strategies s∗1, s

∗
2, . . . , s

∗
p which generate in G = (Y,E) a

trajectory y0 = (x0, 0), (x1, 1), (x2, 2), . . . , (xT (xf ), T
(

xf)
)

= yf from y0 to yf . The
construction given below shows that x0, x1, . . . , xT (xf ) = xf correspond to a trajec-
tory generated by an optimal stationary strategies s∗1, s

∗
2, . . . , s

∗
p for dynamic c-game

on network (G,X1,X2, . . . ,Xp, c
1(t), c2(t), . . . , cp(t), x0, xf). The stationary strate-

gies s∗1, s
∗
2, . . . , s

∗
p can be obtained from s∗1, s

∗
2, . . . , s

∗
p as follows.

Algorithm 2

Preliminary step (Step 0). Set W 0 = {(x0, 0), (x1, 1), . . . , (xT (xf ),

T
(

xf)
)

}, and X0 = {x0, x1, . . . , xT (xf )}. For every xt ∈ X, t = 0, T (xf), we put
s∗i (xt) = xt+1 if xt ∈ Xi, i ∈ {1, 2, . . . , p}.

General step (Step k). If Xk−1 = X then STOP; otherwise we find the set

Ws∗(X
k−1) = {(x, t) ∈ (X \ Xk−1) × {1, 2, . . . , N}

∣

∣

∣
s∗(x, t) ∈ W k−1

for (x, t) ∈ Yi, i = 1, p}.

If Ws∗(X
k−1) = ∅ then for every x ∈ X \ Xk−1 we put s∗i (x) = z where

s∗i (x, t) = (z, t + 1) with (x, t) ∈ Yi and minimal t, i ∈ {1, 2, . . . , p}. In the case
Ws∗(X

k−1) 6= ∅ we find a vertex (x′, t′) ∈ Ws∗(X
k−1) with a minimal t′ for given

x′. Then we form the sets W k = W k−1 ∪ {x′, t′}, Xk = Xk−1 ∪ {x′} and go to next
step.
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It is easy to observe that if the condition of the theorem holds then the
verteces x0, x1, . . . , xT (xf ) are different and the stationary strategies s∗1, s

∗
2, . . . , s

∗
p

represent the optimal solution in the sense of Nash for dynamic c-game on
(G,X1,X2, . . . ,Xp, c

1(t), c2(t), . . . , cp(t), x0, xf). 2

So the optimal by Nash solution for stationary case of the problem in the
a case when the conditions of Theorem 4 hold can be find in the following
way. We construct the auxiliary network (G,Y1, Y2, . . . , Yp, c1(t), c2(t), . . . , cp(t), y0,

yf) we find the optimal stationary strategies on this network by using the algo-
rithm from [8]. Then we apply algorithm 2 and find optimal stationary strategies
s∗1, s

∗
2, . . . , s

∗
p.

6 Tree of optimal paths in dynamic c-game

In [11] is shown that if the cost functions ci
e, i = 1, p, on edges e ∈ E are

constant and the final position xf in G is attainable from each x ∈ X then there
exist the optimal strategies s∗1, s

∗
2, . . . , s

∗
p such that the graph HS∗ = (X,ES∗) gen-

erated by these strategies has the structure of a directed tree with sink vertex xf .
Moreover s∗1, s

∗
2, . . . , s

∗
p represent the solution of the dynamic c-game on network

(G,X1,X2, . . . ,Xp, c
1(t), c2(t), . . . , cp(t), x, xf ) with an arbitrary starting position

x ∈ X and final position xf . This means that optimal strategies of players for
considered case does not depend on starting position x0 ∈ X. In general case for
arbitrary cost function on edges the optimal strategies of players depend on starting
position x0.

Let us consider the dynamic c-game on network (G,X1,X2, . . . ,Xp, c
1(t),

c2(t), . . . , cp(t), x0, xf ) for which the optimization principle is satisfied with respect
to each player and the cost function on edges are non-decreasing functions. We
show that if every vertex x ∈ X in G is attainable from x0 then there exists
a tree H∗ = (X,E∗) with root vertex x0 such that H∗ gives all optimal paths
PH∗(x0, x) from x0 to x ∈ X. A unique directed path PH∗(x0, x) from x0 to an ar-
bitraty x ∈ X in H∗ corresponds to a solution s∗1, s

∗
2, . . . , s

∗
p of the game on network

(G,X1,X2, . . . ,Xp, c
1(t), c2(t), . . . , cp(t), x0, xf) with starting position x0 and final

position x. But for different verteces x and y the directed paths P ′
H∗(x)(x0, x) and

P ′′
H∗(x0, y) in H∗ correspond to different optimal strategies of players s∗1, s

∗
2, . . . , s

∗
p

and s
∗

1, s
∗

2, . . . , s
∗

p in different dynamic c-games with starting vertex x0 and final
positions x, y, respectively.

Theorem 5. Let (G,X1,X2, . . . ,Xp, c
1, c2, . . . cp, x0, xf ) be the dynamic network

with p players for which in G any vertex x ∈ X is attainable from x0 and vector-

functions ci(t) = (ci
e1

(t), ci
e2

(t), . . . , ci
em

(t)), i = 1, p, have non-negative and non-

decreasing components. Moreover, let us consider that the optimization princi-

ple for the dynamic network is satisfied with respect to each player. Then, in

G there exists a tree H∗ = (X,E∗) for which any vertex x ∈ X is attainable

from x0, and a unique directed path PH∗(x0, xf ) from x0 to x in H∗ corresponds

to an optimal strategies s∗1, s
∗
2, . . . , s

∗
p of players in dynamic c-games on network
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(G,X1,X2, . . . ,Xp, c
1, c2, . . . , cp, x0, x) with starting position x0 and final position

x. For different verteces x and y the optimal paths P ′
H∗(x0, x) and P ′′

H∗(x0, y) cor-

respond to different strategies of players s∗1, s
∗
2, . . . , s

∗
p and s

∗

1, s
∗

2, . . . , s
∗

p in different

games with starting vertex x0 and final positions x, y, respectively.

Proof. According to Theorem 4 in G for any vertex x ∈ X there exists the optimal
path Ps∗(x0, x) from x0 to x which corresponds to the optimal strategies of the
players in the dynamic c-game with starting position x0 and final position x. Let
us select all vertices x ∈ X for which optimal paths in G contain not more than
one edge. Obviously, the graph H1 = (X1, E1) generated by these paths has the
structure of a directed tree with root vertex x0. If X1 = X the assertion is proved. If
X1 6= X, then we select the vertices x ∈ X \X1 for which there exist optimal paths
PH∗(x0, x) from x0 to x which contain two edges. According to Lemma 1 each of the
paths P 1

H∗(x0, y), representing the part of the optimal paths PH∗(x0, x) in G is an
optimal one. Therefore, each of the optimal paths PH1(x0, x) can be regarded as the
path which contains one part of the paths P 1

H∗(x0, y). If we add to H1 the last edges
of the optimal paths PH∗(x0, x) with vertices x we obtain the tree H2 = (X2, E2)
with root vertex x0. In H2 any directed path PH2(x0, x) from x0 to x is an optimal
path. If X2 = X, the theorem is proved. If X2 6= X, then select the vertices x ∈ X

for which there exist optimal paths PH∗(x0, x) from x0 to x containing three edges.
In an analogous way, we find the tree H3 = (X3, E3) and so on. In a finite number
of steps, we find the tree Hq = (Xq, Eq) for which Xq = X and for any vertex x ∈ X

the unique directed path PHq(x0, x) from x0 to x in Hq is an optimal one. 2

Note that if for the problem with backward time-step account we define opti-
mization principle in analogous way then the optimal strategies of players in this
game satisfy the same property as the optimal stationary strategies of players in
the problem with constant cost functions on edges. This means that there exist
the optimal stationary strategies s∗1, s

∗
2, . . . , s

∗
p such that the graph Hs∗ = (X,Es∗)

generated by these strategies has the structure of a directed graph with sink ver-
tex xf . So, s∗1, s

∗
2, . . . , s

∗
p represent the solution of dynamic c-game on network

(G,X1,X2, . . . ,Xp, c
1, c2, . . . cp, x, xf) with an arbitrary starting position x and final

position xf .

7 The algorithm for determining the tree of optimal paths

in a dynamic c-game on acyclic networks

Assumption. We regard a dynamic c-game with p players and assume that
in G any vertex x ∈ X is attainable from x0. Moreover, let us assume that the
optimization principle is satisfied with respect to each player and the functions
ci
e(t), e ∈ E, i = 1, p, have positive and non-decreasing components.

We propose an algorithm for determining the tree of optimal paths H∗ = (X,E∗)
when G has no directed cycles, i.e. G is an acyclic graph. We assume that the
positions of the network are numbered with 0, 1, 2, . . . , N − 1 according to partial
order determined by the structure of acyclic graph G. This means that if y > x then
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there is directed path P (y, x) from x to y. The algorithm consists of N steps and
construct a sequence of trees Hk = (Xk, Ek), k = 0, N − 1, such that at the final
step k = N − 1 we obtain HN−1 = H∗.

Algorithm 3

Preliminary step (step 0). Set H◦ = (X◦, E◦), where X◦ = {x0}, E◦ = ∅.
Assign to every vertex x ∈ X a set of labeles F 1(x), F 2(x), . . . , F p(x), t(x) as follows:

F i(x0) = 0, i = 1, p,

F i(x) = ∞, ∀x ∈ X \ {x0}, i = 1, p,

t(x0) = 0,
t(x) = ∞, ∀x ∈ X \ {x0}.

General step (step k). Find in X \ Xk−1 the least vertex xk and the set of
incoming edges E−(xk) = {(xr, xk) ∈ E |xr ∈ Xk−1} for xk. If |E−(xk)| = 1 then
go to a); otherwise go to b):

a) Find a unique vertex y such that e′ = (y, xk) ∈ E−(xk) and calculate

F i(xk) = F i(y) + ci
(y,xk)

(t(y)), i = 1, p;

t(xk) = t(y) + 1.
(5)

After that form the sets Xk = Xk∪{xk}, Ek = Ek−1∪{xk} and put Hk = (Xk, Ek).
If k < N −1 then go to the next step k +1; otherwise fix E∗ = EN−1, H∗ = (X,E∗)
and stop.

b) Select the greatest vertex z ∈ Xk−1 such that in graph Hk =
(

Xk−1 ∪

{xk}, Ek−1 ∪ E−(xk)
)

there exist at least two parallel directed paths P ′(z, xk),

P ′′(z, xk) from z to xk without common edges, i.e. E(P ′(z, xk))∩E(P ′′(z, xk)) = ∅.
Let e′ = (xr, xk) and e′′ = (xs, xk) be the respective edges of these paths with
common end vertex in xk. So, e′, e′′ ∈ E−(xk). For the vertex z we determine iz
such that z ∈ Xiz .

If
F iz(xr) + ciz

(xr ,xk)
(t(xr)) ≤ F iz(xs) + ciz

(xs,xk)
(t(xs))

then we delete the edge e′′ = (xs, xk) from E−(xk) and from G; otherwise we delete
the edge e′ = (xr, xk) from E−(xk) and from G. After that check again the condition
|E−(xk)| = 1? If |E−(xk)| = 1 then go to a) otherwise go to b). 2

Remark 2. The values F i(x), i = 1, p, for x ∈ X in the algorithm 3 express the

respective costs of the players in dynamic c-game with starting position x0 and final

position x.

Note that the version of the problem with backward time-step account can be
solved using algorithm 3. This algorithm finds the optimal strategies of players
and constructs the tree of optimal paths Hs∗ = (X,Es∗) with sink vertex xf if
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the optimization principle is satisfied with respect to each players. We explain the
algorithm for the case of acyclic networks.

Algorithm 4

Preliminary step (step 0). Set H
◦

= (X
◦
, E

◦
), where X

◦
= {xf}, E

◦
= ∅.

Assign to every vertex a set of labels F
1
(x), F

2
(x), . . . , F

p
(x), t′(x) as follows:

F
i
(xf) = 0, i = 1, p,

F
i
(x) = ∞, ∀x ∈ X \ {xf}, i = 1, p,

t′(xf) = 0,
t′(x) = ∞, ∀x ∈ X \ {xf}.

General step (step k). Find a vertex yk ∈ X \Xk which satisfies the condition

X+(yk) ⊆ Xk−1,

where X+(yk) = {x ∈ X | (xk, yk) ∈ E}. Denote E+(yk) = {(yk, x) ∈ E |x ∈
X+(yk)} and select an edge (yk, xk) which satisfies the condition

F
ik(yk) + c

ik
(yk ,xk)

(t′(xk)) = min
xk∈X+(yk)

{F
ik(yk) + c

ik
(yk ,x)

(t′(x))} if yk ∈ Xik .

After that we calculate

F
i
(yk) = F

i
(yk) + ci

(yk ,xk)
(t′(xk)), i = 1, p,

t′(yk) = t′(xk) + 1.

Form the sets X
k

= X
k−1

∪ {yk}, E
k

= E
k−1

∪ {(yk, xk)} and put
H∗ = (Xk, Ek). If k < N − 1 then go to the next step k + 1; otherwise fix

E∗ = E
n−1

, Hs∗ = (X,Es∗) and stop.

Remark 3. The values F
i
(x), i = 1, p, for x ∈ X in the algorithm 4 express the

respective costs of players in the dynamic c-game with starting position x and final

position xf .

Example

Let us consider the stationary dynamic c-game of two players. The game is
determined by the network given in Fig. 2. This network consists of directed graph
G = (X,E) with partition X = X1 ∪ X2, X1 = {0, 2, 5, 6}, X2 = {1, 3, 4}, starting
position x0 = 0, final position xf = 6 and the cost functions of players 1 and 2 given
in paranthesis in Fig. 1.

It is easy to check that the optimization principle for this dynamic network is
satisfied with respect to each player. Therefore if we use algorithm 2 we obtain:

Step 0: H◦ = ({0}, ∅); X◦ = {0}; E◦ = ∅; F 1(0) = 0; F 2(0) = 0; t(0) = 0;
F i(x) = ∞ for x 6= 0, i = 1, 2; t(x) = ∞ for x 6= 0.
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Step 1: x1 = 1; E−(1) = {(0, 1)}; F 1(0) = 0; F 2(0) = 0; F 1(1) = 1;
F 2(1) = 2; t(0) = 0; t(1) = 1; F i(x) = 0 for x 6= 0, 1 and i = 1, 2; t(x) = ∞
for x 6= 0, 1.

After step 1 we have H1 = ({0, 1}, {(0, 1)}), i.e. X1 = {0, 1}, E1 = {0, 1}.

Step 2: x2 = 2; E−(2) = {(0, 2), (1, 2)}. Since E−(2) 6= 1 we have the case b):
z = 0; P ′(0, 2) = {(0, 2)}, P ′′(0, 2) = {(0, 1), (0, 2)}; e1 = (0, 2); e′′ = (1, 2) and
iz = 1 because 0 ∈ X1. For e′ and e′′ the following condition holds:

F 1(0) + c1
(0,2)(0) ≤ F 1(1) + c1

(1,2)(1), i.e. 1 ≤ 2.

Therefore we delete (1,2) from E−(2) and obtain E−(2) = {(0, 2)} (case a)). We
calculate F 1(2) = F 1(0) + c1

(0,2)(0) = 1; F 2(2) = F 2(0) + c2
(0,2)(0) = 1;

t(2) = t(0) + 1 = 1.
After step 2 we obtain H2 = ({0, 1, 2}, {(0, 1), (0, 2)}); F 1(0) = 0; F 2(0) = 0;

F 1(1) = 1; F 2(1) = 2; F 1(2) = 1; F 2(2) = 1; F i(x) = ∞ for x 6= 0, 1, 2,
i = 1, 2;

t(0) = 0; t(1) = 1; t(2) = 1; t(x) = ∞ for x 6= 0, 1, 2.

Step 3: x3 = 3; E−(3) = {(1, 3), (2, 3)}. So, we have E−(3) 6= 1 (case b):
z = 0; P ′(0, 3) = {(0, 1), (1, 3)}; P ′′(0, 3) = {(0, 2), (2, 3)}; e1 = (1, 3); e′′ = (2, 3);
iz = 0. For e′ and e′′ we have

F 1(1) + c1
(1,3)(1) ≤ F 1(2) + c1

(2,3)(1)

Therefore we delete (2,3) from E−(3). So, E−(3) = {(1, 2)} and F 1(3) = F 1(1) +
c1
(1,3)(1) = 1 + 1 = 2; F 2(3) = F 2(1) + c2

(1,3)(1) = 2 + 2 = 4; t(3) = t(1) + 1 = 2.

We delete the H3 = ({0, 1, 2, 3}, {(0, 1), (0, 2), (1, 3)}); F 1(0) = 0; F 2(0) = 0;
F 1(1) = 1; F 2(1) = 2; F 1(2) = 1; F 2(2) = 1; F 1(3) = 2; F 2(3) = 4;
F i(x) = ∞ for x ∈ {4, 5, 6}, i = 1, 2;

t(0) = 1; t(1) = 1; t(2) = 1; t(3) = 2; t(4) = t(5) = t(6) = ∞.

Step 4: x4 = 4; E−(3) = {(3, 4)}. Therefore we obtain H4 = ({0, 1, 2, 3, 4},
{(0, 1), (0, 2), (1, 3), (3, 4)}); F 1(0) = 0; F 2(0) = 0; F 1(1) = 1; F 2(1) = 2;
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F 1(2) = 1; F 2(2) = 1; F 1(3) = 2; F 2(3) = 4; F 1(4) = 3; F 2(4) = 8; F 1(5) = ∞;
F 2(5) = ∞; F 1(6) = ∞; F 2(6) = ∞;

t(0) = 0; t(1) = 1; t(2) = 1; t(3) = 2; t(4) = 3; t(5) = t(6) = ∞.

Step 5: x5 = 5; E−(3) = {(1, 5), (3, 5), (4, 5)}. Since E−(3) = 3 we have case
b): z = 3; P ′(3, 5) = {(3, 5)}; P ′′(3, 5) = {(3, 4), (4, 5)}; e′ = (3, 5); e′′ = (4, 5);
iz = 2. For e′ and e′′ we have

F 2(3) + c2
(3,5)(2) ≤ F 2(4) + c2

(4,5)(3).

We delete the edge (4,5) from E−(4) and obtain E−(4) = {(1, 5), (3, 5)}. For the
edges e′ = (1, 5) and e′′ = (3, 5) we find z = 1, iz = 2 and the paths P ′(1, 5),
P ′′((1, 3), (3, 5)). Since the following condition holds:

F 2(1) + c2
(1,5)(1) ≤ F 2(3) + c2

(3,5)(2).

We delete the edge (3,5) from E−(4) and obtain E−(4) = {(1, 5)}. So

F 1(5) = F 1(1) + c1
(1,5)(1) = 2; F 2(5) = F 2(1) + c2

(1,5)(1) = 5; t(5) = t(1) + 1 = 2.

After step 5 we obtain H5 = ({0, 1, 2, 3, 4, 5}, {(0, 1), (0, 2), (1, 3), (3, 4),
(1, 5)}); F 1(0) = 0; F 2(0) = 0; F 1(1) = 1; F 2(1) = 2; F 1(2) = 1; F 2(2) = 1;
F 1(3) = 2; F 2(3) = 4; F 1(4) = 3; F 2(4) = 8; F 1(5) = 2; F 2(5) = 5; F 1(6) = ∞;
F 2(6) = ∞;

t(0) = 0; t(1) = 1; t(2) = 1; t(3) = 2; t(4) = 3; t(5) = 2.

Step 6: x6 = 6; E−(6) = {(4, 6), (5, 6)}; E−(6) 6= 1 we have case b): z = 1;
P ′(1, 6) = {(1, 5), (5, 6)}; P ′′(1, 6) = {(1, 3), (3, 4), (4, 6)}; e′ = (5, 6); e′′ = (4, 6);
i7 = 2. For e′ and e′′ the following condition holds:

F 2(5) + c2
(5,6)(2) ≤ F 2(4) + c2

(4,6)(3).

We delete (4,6) from E−(4). Therefore we obtain

F 1(6) = F 1(5) + c1
(5,6)(2) = 3; F 2(6) = F 2(5) + c2

(5,6)(2) = 7; t(6) = t(5) + 1 = 3.

Finally we obtain H6 = H∗ = ({0, 1, 2, 3, 4, 5, 6}, {(0, 1), (0, 2), (1, 3), (3, 4),
(1, 5), (5, 6)}); F 1(0) = 0; F 2(0) = 0; F 1(1) = 1; F 2(1) = 2; F 1(2) = 1;
F 2(2) = 1; F 1(3) = 2; F 2(3) = 4; F 1(4) = 3; F 2(4) = 8; F 1(5) = 2; F 2(5) = 5;
F 1(6) = 3; F 2(6) = 7;

t(0) = 0; t(1) = 1; t(2) = 1; t(3) = 2; t(4) = 3; t(5) = 2; t(6) = 3.

So, for the dynamic c-game on our network we obtain the tree of optimal paths
given in Fig. 2. For the case of dynamic c-game with backward time-step account
we obtain the tree of optimal paths given in Fig. 3.
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7.1 Computational complexity and correctness

of the algorithm

Note that if for a given e ∈ E, t ∈ {0, 1, 2, . . . , N − 1} and i ∈ {1, 2, . . . , p} the
value ci

e(t) can be calculated in time k then the algorithm determines the tree of
optimal paths H∗ = (X,E∗) in time O(pN3k). Indeed, each general step of the
algorithm requires O(pN2k) operations and the maximal number of the steps is
N − 1. So the computational complexity of the algorithm is O(pN3k).

The correctness of algorithm 2 can be proved in the same way as the correctness
of algorithm 1 if we use the induction principle on number of steps k. In the case
k = 1 the correctness of the algorithm is evident. Assume that algorithm 2 finds
the tree optimal paths for k = r and let us show that it finds the tree of optimal
paths for the case k = r + 1. Denote by Hr = (Xr, Er) the tree obtained after r

steps and by Hr+1 = (Xr+1, Er+1) denote the tree obtained after r + 1 steps. So,
X ′ = Xr+1 \ Xr, E′ = Er+1 \ Er.

Let xr+1 be the vertex from X ′ and consider the stationary dynamic c-game on
network (G, X1, X2, . . . , Xp, c1(t), c2(t), . . . , cp(t), x0, xr+1) with starting position
x0 and final position xr+1.

According to induction principle each path from x0 to y ∈ Xr in Hr is optimal
one. This means that to reach a position y ∈ X with the best costs for the players in
the game each player should pass through the edges of the unique directed path from
x0 to y in Hr. But to reach the vertex xr+1 ∈ X ′ from x0 with the best costs for the
players in the game each player should pass through the edge e′ = (y, xr+1) ∈ E′

as soon vertex y is reached. A such best solution is well-provid by conditions of the
algorithm in the case when the optimization principle on network is satisfied with
respect to each player.
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So, a directed path PHr+1(x0, x
r+1) in the Hr+1 = (Xr+1, Er+1) corresponds to

a optimal solutions s∗1, s
∗
2, . . . , s

∗
p in dynamic c-game.

8 Generalizations

For our problem formulated in Section 3 we have assumed that the time of
passages τx,y of the system L from one state x ∈ X to another state y ∈ X for every
(x, y) ∈ E is equal to 1. It is easy to observe that all the results of the paper can
be extended to the problem in general case where different edges (x, y) and (x′, y′)
of the graph of passages G may have different time of passages τxy, τx′y′ and each of
them may be different from 1. Theorems 1–5 for the problem in general case hold,
too, and can be proved analogously. Therefore, if we replace in the algorithm the
relation in (5) by the following relation

t(y′) = t(x′) + τx′y′ ,

then we obtain an algorithm for solving the problem in general form. The computa-
tional complexity of the algorithm in this general case is also O(pN3k) operations,
where k is the running-time for the calculation of the value ci

e(t) for given i, e and t.
A more general mathematical model of a dynamic c-game may be obtained when

the positions of the players are changing in time, i.e. for any moment of time
t = 0, 1, 2, . . . , the partitions X = X1(t)∪X2(t)∪· · ·∪Xp(t) (Xi(t)∩Xj(t) = ∅, i 6= j)
are given. Using the dynamical decomposition of the network from [6, 12] this
problem can be reduced to the problem formulated in Section 2.

All formulated problems in the paper may be studied also in the cases when the
optimality criterion is considered in the sense of Pareto [12]. The results can be seen
in a wider sense as a continuation of [13] regarding game-theoretical approaches on
networks [14, 15] including global structures for such problems [16].

Note that some generalizations of routing and flow problems by using game-
theoretical approach have been used in [17, 18]. But the generalizations from [17,
18] is not related to dynamic games in positional form.
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